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          Welcome to the 
Ubiquitous Media Technology Lab
at Saarland University

          
              
              The Ubiquitous Media Technologies Lab (UMTL) is part of the Saarland Informatics Campus and the Cognitive Assistants department (COS) at the German Research Center for Artificial Intelligence (DFKI). Our research activities focus on human factors in interactive systems, in particular, in the fields of multi-modal interaction, ubiquitous computing and gaming.
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   The Staircase Procedure Toolkit


  
      
  

  
    The Staircase Procedure Toolkit

    
      We propose a novel open-source software toolkit to support researchers in the domains of human-computer interaction (HCI) and virtual reality (VR) in conducting psychophysical experiments. Our toolkit is designed to work with the widely-used Unity engine and is implemented in C# and Python. With the toolkit, researchers can easily set up, run, and analyze experiments to find perceptual detection thresholds using the adaptive weighted up/down method, also known as the staircase procedure. Besides being straightforward to integrate in Unity projects, the toolkit automatically stores experiment results, features a live plotter that visualizes answers in real time, and offers scripts that help researchers analyze the gathered data using statistical tests.
    

  

  





   Detectability of Saccadic Hand Offset in Virtual Reality


  
      
  

  
    Detectability of Saccadic Hand Offset in Virtual Reality

    
      On the way towards novel hand redirection (HR) techniques that make use of change blindness, the next step is to take advantage of saccades for hiding body warping. A prerequisite for saccadic HR algorithms, however, is to know how much the user’s virtual hand can unnoticeably be offset during saccadic suppression. We contribute this knowledge by conducting a psychophysical experiment, which lays the ground for upcoming HR techniques by exploring the perceptual detection thresholds (DTs) of hand offset injected during saccades. Our findings highlight the pivotal role of saccade direction for unnoticeable hand jumps, and reveal that most offset goes unnoticed when the saccade and hand move in opposite directions. Based on the gathered perceptual data, we derived a model that considers the angle between saccade and hand offset direction to predict the DTs of saccadic hand jumps.
    

  

  





   Rapid Game Development 2023 - Erstellung eines Computerspiels in einem hochschulübergreifenden, interdisziplinären Team


  
      
  

  
    Rapid Game Development 2023 - Erstellung eines Computerspiels in einem hochschulübergreifenden, interdisziplinären Team

    
      
    

  

  





   Induce a Blink of the Eye: Evaluating Techniques for Triggering Eye Blinks in Virtual Reality


  
      
  

  
    Induce a Blink of the Eye: Evaluating Techniques for Triggering Eye Blinks in Virtual Reality

    
      As more and more virtual reality (VR) headsets support eye tracking, recent techniques started to use eye blinks to induce unnoticeable manipulations to the virtual environment, e.g., to redirect users' actions. However, to exploit their full potential, more control over users' blinking behavior in VR is required. To this end, we propose a set of reflex-based blink triggers that are suited specifically for VR. In accordance with blink-based techniques for redirection, we formulate (i) effectiveness, (ii) efficiency, (iii) reliability, and (iv) unobtrusiveness as central requirements for successful triggers. We implement the soft- and hardware-based methods and compare the four most promising approaches in a user study. Our results highlight the pros and cons of the tested triggers, and show those based on the menace, corneal, and dazzle reflexes to perform best. From these results, we derive recommendations that help choosing suitable blink triggers for VR applications.
    

  

  





   Designing Visuo-Haptic Illusions with Proxies in Virtual Reality: Exploration of Grasp, Movement Trajectory and Object Mass


  
      
  

  
    Designing Visuo-Haptic Illusions with Proxies in Virtual Reality: Exploration of Grasp, Movement Trajectory and Object Mass

    
      We investigated the role of different design variables in visuo-proprioceptive conflicts, allowing us to design visuo-haptic illusions which remain undetectable for humans.
    

  

  





   Weirding Haptics: In-Situ Prototyping of Vibrotactile Feedback in Virtual Reality through Vocalization


  
      
  

  
    Weirding Haptics: In-Situ Prototyping of Vibrotactile Feedback in Virtual Reality through Vocalization

    
      With the Weirding Haptics design tool, one can design vibrotactile feedback in a virtual environment using their voice.
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                    Courses in Summer 2024

                    
                    	
                            Seminar: Interactive Prototypes for the Retail of the Future
Seminar: Machine Learning for Emotion Recognition
Seminar: GameCraft: Spielmechaniken und Spiele-Prototyping
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            Contact

            
              DFKI GmbH, Floor +1
 Saarland Informatics Campus
 Campus D3_4
 D-66123 Saarbrücken
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