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ABSTRACT
In today’s consumer virtual reality (VR) systems, head-mounted displays (HMDs) remain the domi-
nant interface for experiencing immersive virtual environments (VEs). As the focus generally is on
maximizing the sense of presence, the immersed user stands isolated while collocated bystanders
are excluded from the virtual experience. This disconnect between the physical and virtual world
negatively influences social acceptability of immersive VR applications. In this position paper, we
discuss two approaches to address the usage of HMDs in shared spaces, specifically tackling the
problem of excluded bystanders. First, we promote the idea of immersive notifications that allow
non-immersed users and real-world systems to communicate real-world information to an immersed
user while maintaining experienced presence. In a second example, we describe a projection-based
system for bystanders to experience substitutional realities in a semi-immersive manner, additionally
providing a means to interact with the VE without requiring HMDs.
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Figure 1: Architecture of the immersive
notification framework (from [15]).
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Figure 2: Immersive notifications
(from [15]): Instead of a generic pop-
up, a mounted messenger approaches
the user in a medieval VE with a letter
containing a received message. When
shopping in a VR electronics store, how-
ever, the message might be displayed on
exhibited screens.

State-of-the-art virtual reality (VR) systems have grown to optimize the user’s experience through an
interplay of mixed sensory stimulation. While the focus on maximizing the feeling of presence [11]
greatly improves the experience of the immersed user, there exists a clear disassociation with the
physical world. In order to reconnect both realities without breaking the virtual experience, we focus
on involving non-immersed bystanders by providing them with the tools for communicating with the
immersed user and by actively including them in the VE.
Traditionally, interaction with an immersed user relies on a combination of verbal, e.g. talking to

the user, or tactile cues, e.g. nudging the user. However, these interactions risk breaking the feeling of
presence. When real-world systems, e.g. a user’s smartphone, or non-immersed parties, e.g. people in
the same room, intend to connect with a VR user, real-world information has to be transferred to
a conceptually different world, i.e. the VE. To this aim, we presented a framework that can support
designers and developers of VR applications in providing adaptive information presentation, called
the immersive notification framework [15].
However, in many application scenarios connecting the physical and the virtual world extends

further than event notifications. There is a need towards building an understanding of the actions or
movements performed by the immersed user and the experienced VR context in general. Depend-
ing on the context, in a shared space bystanders may want to act as passive spectators of virtual
events or might aim to actively interact with the VE. Exploring this, we proposed a projection-based
bystander interface [13] suitable for substitutional reality [10] experiences while involving passive
haptic feedback [3].

IMMERSIVE NOTIFICATIONS
Today’s VR systems allow users to pair their devices, e.g. the smartphone, in order to forward incoming
notifications while being immersed in VR. Notifications are typically displayed by virtual notification
overlays, i.e. generic pop-ups with the notification text, in the user’s field of view. This approach is
not optimal with regard to the user’s sense of presence as the sudden appearance of a generic text
pop-up can in many contexts be unexpected, unrealistic and inappropriate. As a result, the plausibility
of the VE – and thus a crucial component of presence [11] – might suffer. Motivated by state-of-the-
art approaches that do not adapt to the experienced VE, we propose to preserve plausibility when
providing the user with real-world information to maintain the feeling of presence [15].
Our concept notifies immersed users with plausible animations and interactions in the VE. These

notifications are adapted to (1) the general setting of the virtual world (i.e. aesthetics, story, environ-
ment), (2) the current context of the immersed user (i.e. how engaging the user’s virtual situation
is), and (3) the importance of the message [15]. Developers register application-adapted animations



and functions describing the virtual context of the user with a central framework component, which
receives incoming messages tagged with a priority (Figure 1). The framework then decides, based
on the context of the user and the message’s priority, which animation is best suited to present the
notification. For example, in an application with a medieval setting the virtual avatar of a mounted
messenger approaches the user to hand over a letter containing the text (Figure 2). In a sci-fi game,
the mounted messenger might be replaced by a futuristic communication drone. Our open-source
implementation1 is available for use in the Unity engine to showcase an adaptive messaging system.
It can serve as a basis for developers to integrate immersive notifications into their VR applications.
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Figure 3: Our bystander interface
(from [13]): The VR user (1) climbs in
SR wearing an HMD. An active spectator
(2) observes the climber and suggests
a hold by pointing into the VE with an
HTC Vive controller. Meanwhile, the
physical wall (3) is transformed into a
spatial augmented reality experience as a
projector unit (4) projects the SR onto the
physical environment.

Figure 4: A bystander’s semi-immersive
view on the SR climbing experience in a
collect-the-presents game (from [13]).
1https://github.com/AndreZenner/
notifications-framework

INVOLVING BYSTANDERS OF SUBSTITUTIONAL REALITY EXPERIENCES
Beyond notifications, as a second approach we implemented a projection-based interface to in-
volve bystanders in immersive experiences [13]. For this, we investigated how projections can make
substitutional reality (SR) [10] experiences with passive haptic proxies [3] accessible to bystanders.

Our proposed solution builds on previous research on projections for everyday environments [4, 5]
and in sports [12]. We first identified two types of bystanders and their respective requirements for
a bystander interface. Passive spectators aim to perceive the SR while maintaining an overview of
both the real and virtual environment. Additionally, active spectators intend to interact with the
VE while observing the experience of an immersed user. To meet these requirements, we proposed
a system that (1) provides auditory feedback and (2) projects the virtual substitutions onto their
physical counterparts in the real environment. This enabled bystanders to perceive the substitutional
environment and its spatial relationships in a semi-immersive fashion. Our system allowed active
spectators to interact with the VE using tracked input controllers like the HTC Vive controllers. By
pointing with the controllers onto the projection and “into the VE” (Figure 5 and 6), users triggered
virtual events or provided hints to an immersed user. Our interface was showcased using a system for
climbers [6, 13] (Figure 3 and 4).

DISCUSSION
The proposed approaches enhance the social acceptability of VR in shared spaces and tackle the
exclusion of collocated non-VR bystanders. Both ideas approach the issue from different directions.

While immersive notifications allow non-immersed users to get in contact with VR users without
interrupting their experience excessively, it is a low-level approach targeted primarily at information
transfer from the real to the virtual world. Our concept can easily be extended towards a more general
and unified framework that takes adaptive notifications into account from the inception phase. This
will lower the threshold for developers to ensure more immersive experiences while generating more
social awareness and acceptability.

https://github.com/AndreZenner/notifications-framework
https://github.com/AndreZenner/notifications-framework


Our second concept provides insights into how asymmetrical experiences of non-VR and VR
user interactions might look like in the future. Here, projection-based solutions are well suited
for passive haptic environments as props provide projection surfaces turning bystanders into semi-
immersed observers. By using tracked devices to interact with the spatially registered real environment,
projections can provide visual feedback to active bystanders of SR experiences.

Figure 5: A bystander guides an immersed
climber using the controller as a virtual
flashlight inside the VE. The virtual night
climb environment is perceived through
the projection on the real wall. By point-
ing “into the VE”, the bystander lights up
a hold on the virtual rock to help the
climber (from [13]).

Figure 6: View of the immersed climber
wearing an HMD. The climber sees the vir-
tual flashlight of the bystander in the VE.
The light highlights a hold on the virtual
rock, guiding the climber through the sim-
ulated SR night climb (from [13]).

To discuss the issue of bystander exclusion in VR, we believe that both presented concepts fit well
into the agenda of the CHI 2019 workshop on ’Challenges Using Head-Mounted Displays in Shared
and Social Spaces’. By presenting our approaches, we wish to engage in an active debate to examine
the future research potential of asymmetrical and shared VR experiences.
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