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ABSTRACT
Current advances in machine translation increase the need
for translators to switch from traditional translation to post-
editing (PE) of machine-translated text, a process that saves
time and improves quality. This affects the design of transla-
tion interfaces, as the task changes from mainly generating
text to correcting errors within otherwise helpful translation
proposals. Our results of an elicitation study with profes-
sional translators indicate that a combination of pen, touch,
and speech could well support common PE tasks, and re-
ceived high subjective ratings by our participants. There-
fore, we argue that future translation environment research
should focus more strongly on these modalities in addition to
mouse- and keyboard-based approaches. On the other hand,
eye tracking and gesture modalities seem less important. An
additional interview regarding interface design revealed that
most translators would also see value in automatically re-
ceiving additional resources when a high cognitive load is
detected during PE.
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1 INTRODUCTION
As machine translation (MT) has been making substantial
improvements in recent years1, more and more professional
translators are integrating the technology into their transla-
tion workflows [45, 46]. The process of using a pre-translated
text as a basis and improving it to the final translation is
called post-editing (PE).While older research showed a strong
dislike of translators towards PE [17, 39], for which they are
sometimes also paid less, the more recent study by Green
et al. [12] demonstrated that translators strongly prefer PE
and argue that “users might have dated perceptions of MT
quality”. The type of MT used also impacts PE time, where
productivity gains of 36% have been shownwith modern neu-
ral MT compared to an 18% increase for statistical MT [34].
Apart from MT, which is becoming more and more rel-

evant due to increased performance, translation memories
(TM) are already widely accepted tools to increase produc-
tivity [31]. Simply put, TMs are large databases containing
already completed human translations which are matched
against the sentence to be translated to provide a starting
point for PE.

While TMs continue to be useful tools for translating seg-
ments that are highly similar to matches in the database, the
permanent availability of high-quality MT, or even multiple
MT proposals from different engines, has the potential to
change the translation process. This requires further investi-
gation in terms of interface design, since the task changes
from mostly text production to comparing and adapting MT
and TM proposals, or put differently, from control to super-
vision. We hypothesize that translation environments need
to be changed not only on a visualization and tool level, but
that stronger changes in terms of using modalities other than
mouse and keyboard could facilitate these new operations.

1WMT 2018 translation task: http://matrix.statmt.org/

https://doi.org/10.1145/3290605.3300461
https://doi.org/10.1145/3290605.3300461
https://doi.org/10.1145/3290605.3300461
https://doi.org/10.1145/3290605.3300461
http://matrix.statmt.org/


After reviewing the relevant literature, we therefore present
the results of an elicitation study conducted with profes-
sional translators. For this, we (a) propose a set of common
PE operations (or referents) to figure out (b) which modali-
ties translators find appropriate for which PE task, (c) what
perceptions they have regarding modalities commonly used
in HCI, (d) how they envision an ideal translation environ-
ment setup for PE, and (e) what their thoughts are regarding
adapting the translation user interface to measured cogni-
tive load (CL), as was proposed for other interfaces in the
HCI domain. We find that especially a digital pen, touch,
speech, and a combination of pen and speech could support
the different PE tasks well in a touch-friendly screen setup,
and that most participants would see a benefit in automatic
adaptations to perceived CL.

2 RELATEDWORK
In this section we present related translation environments,
analyses of the PE process, existing multi-modal approaches,
and last, the concept of elicitation studies.

Translation Environments and Post-Editing
Most professional translators nowadays use so-called CAT
(computer-aided translation) tools [36]. These provide fea-
tures like MT and TM together with quality estimation and
concordance functionality [8], alignments between source
and MT [30], color coding to show the similarity between in-
put sentences and TM matches [25], interactive MT offering
assistance like auto-completion [11, 13], or intelligibility to
provide justifications for the suggestions provided by such
CAT features [5]. TM as a feature is currently still often
valued higher than MT, with 75% of translators believing
it to increase throughput and preserve consistency, while
40% think MT usage is problematic due to the amount of
errors [21]. Adaptively combining MT and TM to get the
best translation option was also investigated [47] .
Krings [16] found that PE decreased time by 7% when

done on paper, but increased time by 20% when done on
a computer screen. While the measured times may not be
precise since a think-aloud protocol was used, this shows
how strongly benefits gained from PE depend on interface
design. Furthermore, it has been shown that PE not only
leads to reduced time, but also increases quality [12]. More
recent studies also agree regarding the time savings achieved
through PE: in [42], the authors find that PE was on aver-
age 28% faster for technical translations, [2] shows that PE
increases translation throughput for both professionals and
lay users, and [18] finds that PE also increases productivity
in realistic environments.

Furthermore, PE changes the interaction pattern: while tra-
ditional translation consists of gisting, drafting, and revising
phases [4], these phases are interleaved in PE [12], leading

to a significantly reduced amount of mouse and keyboard
events [12]. Therefore, we believe that mouse and keyboard
might be less important for PE and that other modalities
should be investigated.

Multi-Modal Approaches
The use of speech recognition for dictating translations dates
back a long time [3, 7]. A more recent approach, called
SEECAT [19], investigates the use of speech recognition
in PE and argues that the combination with typing could
boost productivity. A survey regarding speech usage with PE
trainees [20] finds that these have a positive view on speech
input and would consider adopting it; however, it should be
used only as a complement.

Casmacat [1] is a CAT tool that offers extensive logging in-
cluding eye tracking data and allows to input text by writing
with e-pens on a special area. Mobile PE on an iPhone via
touch and speech input has also been investigated [22, 35].
Participants especially liked reordering words with touch
gestures, preferred voice when translating from scratch, but
used the iPhone keyboard for small changes. Zapata [43]
explores the use of voice and touch enabled devices such as
touch screen computers or tablets for translation. However,
the study did not focus on PE and participants simply used
Microsoft Word instead of a fully-fledged CAT environment.

The presented literature suggests that professional trans-
lators should switch to the use of PE to increase produc-
tivity and quality, and that the PE process might be better
supported by using different modalities (in addition to) the
commonmouse and keyboard approaches. A few approaches
supporting different modalities have been proposed; how-
ever, to the best of our knowledge, no systematic evaluation
of which PE tasks might be well supported by which modali-
ties was conducted.

Elicitation Studies
To perform such a systematic evaluation, we conduct an
elicitation study, which is a specific form of participatory de-
sign [29] and a common tool to design natural interfaces. Im-
portant aspects include leading participants away from tech-
nical thinking [26], making them assume that no recognition
issues occur, and considering their behavior as always accept-
able [41]. Furthermore, they should only be informed about
the essential details of the task so as not to bias them towards
existing approaches [40]. Instead, participants should be pre-
sented with so-called referents (i.e. common operations) and
asked to propose actions to achieve these referents [10]. This
approach has been shown to result in an increased immediate
usage compared to highly iterated design approaches [40].
We use the formalization for elicitation studies by Vatavu
and Wobbrock [37], who define the agreement rate as the
number of pairs of participants in agreement with each other,



divided by the number of all possible pairs [9]. The intro-
duced coagreement rate defines how much agreement two
referents share, and a significance test for agreement rates
is provided.

Similar to our work, Morris [23] performed a multi-modal
(speech + gesture) elicitation study, where users were al-
lowed to suggest more than one interaction per referent.
For the analysis, she proposed the max-consensus (i.e. the
percentage of participants proposing the most popular pro-
posal) and the consensus-distinct ratio (i.e. the percent
of distinct interactions for a given referent that achieved
a predefined consensus threshold, here 2). Later, Morris et
al. [24] showed that elicitation studies are often biased by
the user’s experience with technology (called legacy bias),
and discussed approaches against this bias: production (pro-
ducing more proposals), priming (making them think about
a specific technology before proposing), and partners (partic-
ipating in a group).

3 EVALUATION METHOD
Since professional translators are gradually moving towards
PE [44, 45], which changes the interaction patterns with
significantly fewer mouse and keyboard activities [12], we
investigate which other modalities might be effective for PE
based on an elicitation study [37].

Study Overview
Initial Questionnaire. After providing informed consent to
use the gathered data, participants are asked to fill in a gen-
eral questionnaire capturing demographics as well as advan-
tages and pain points of CAT tools. Similar to [41], we gather
conceptual complexity ratings on a 5-point scale for all our
referents from the expert translators.

Unbiased Elicitation. After this, we conduct a classical elici-
tation study similar to [37]. First, the general idea of a multi-
modal CAT tool is introduced without biasing the partici-
pants. For this, we explain that “other interactions than the
usual mouse and keyboard-based interactions” should be
proposed, and that everything they come up with “could
be perfectly recognized”. Then, common operations (a.k.a.
referents, see below) are presented and the participants are
asked how they would perform this task. After each refer-
ent, they rate the goodness and perceived ease of use for the
invented interaction (analog to [41] on a 7-point scale), and
state on the same scale whether “the interaction I picked
is a good alternative to the current mouse and keyboard ap-
proach”. We intentionally specified that the interface could
look whichever way the translators imagined it for the elici-
tation task, such as having multiple screens of arbitrary sizes
and orientation, etc.

Biased Elicitation. After having talked about each referent
without any prior bias, we present all common interaction
modalities (see below) and ask them again which modality
(or combination thereof) they would use for which referent,
but also to rate the different modalities on the same three
scales as before and to discuss their decisions. Analogously
to Morris [23], we allow multiple proposals here, to sup-
port creativity. This second elicitation aims to avoid legacy
bias, where the introduction to modalities can be seen as the
priming strategy, while proposing multiple ideas is called
production in [24]. Furthermore, this more guided process
aims to counteract our participants’ limited knowledge on
interaction design.

Multi-Modal CAT Setup. Afterwards, we conduct a semi-
structured interview to understand what the participants
would imagine an ideal multi-modal CAT environment to
look like, what kind of display devices would be located
where, and how the interface parts would be arranged.

Cognitive Load Adaptations. PE, and Translation in general,
are tasks that can induce a high CL on the translator [16].
In the HCI community, a lot of approaches exist to measure
the demand experienced by users [6, 28, 32, 38]. Therefore,
the last part of our interview aims to understand (1) if users
have interesting ideas on how such measurements could be
used within the context of PE, and (2) which proposed user
interface adaptations to CL they would find useful. For this,
participants are asked to propose ideas themselves, and we
discuss possibly interesting adaptations, which are rated on a
simple 7-point scale ranging from “very bad” to “very good”.

General. The whole session is videotaped and participants
receive a reimbursement for their time. The unbiased part of
the experiment is necessary so that participants can think
more broadly, which might lead to suggestions that are not
within our list of modalities in the biased elicitation. The
biased part ensures that they consider all suggested modali-
ties, and provides more common ground for the participants.
In both parts, we counter-balance the order of the referents
using a balanced Latin square to avoid ordering effects.

Referents
The referents used in elicitation studies are an essential part,
since the results are limited to this set. To find good referents,
we look at different PE task classifications in the literature.
Popovic et al. [27] proposes 5 PE operations: correcting word
form, correcting word order, adding omission, deleting addi-
tion, and correcting lexical choice. Koponen [15] additionally
distinguishes between moving single words or groups and
the distance of the movement. Temnikova [33] further cat-
egorizes the addition or replacement of punctuation and
the correction of mistranslated idiomatic expressions, and



distinguishes between replacing a word with a different lexi-
cal item vs. with a different style synonym. Based on these
works, which focused on investigating cognitive processes,
we propose the classification depicted in Table 1 that we
argue better captures the necessary operations from an in-
teraction perspective.

Table 1: Referents (Re f ) used for the elicitation study.

Re f Name Description

A Addition Missing word/punctuation
that needs to be added/inserted

ROs
Reorder
single

Word order error that requires
moving a single item

ROд
Reorder
group

Word order error that requires
moving multiple grouped items

RPs
Replace
single

Incorrect word/punctuation that
requires replacing with a different item

RPp
Replace
part

Word form error that requires
replacing with a different ending

Ds
Delete
single

Extra word/punctuation that requires
deleting a single item

Dд
Delete
group

Extra words/punctuations that requires
deleting multiple grouped items

For each referent, we prepared a simple example that was
presented to the participants orally, to provide a better un-
derstanding of the error concerned.

Modalities
The modalities introduced at the beginning of the biased
elicitation are: mouse and keyboard (MK), touch (T), a digital
pen/stylus (P), mid-air gestures (G), speech (S), eye track-
ing (E), and combinations thereof (XY) (e.g. TS for touch
and speech). We explain each of these modalities to the sub-
jects based on examples drawn from daily life (e.g. touch
well known from smartphones, gestures from science fiction
movies, etc.) and explain how they can be used (e.g. a pen to
draw or for handwriting).

4 EVALUATION RESULTS AND DISCUSSION
In this section, we present the findings of each individual
part of the study.

Participants and Conceptual Complexity
Overall 13 (f=9, m=4) professional translators participated in
the experiment, 5 freelance and 8 in-house translators. Their
ages ranged from 28 to 62 (avд=40.23, σ=9.11), with 2 to 34
years of professional experience (avд=13.65, σ=9.66) and a
total of 39 language pairs (avд=3). For most participants the
self-rated CAT knowledge was good (5 times) or very good
(5). However, participants were less confident about their

PE skills (6 neutral, 2 good, 5 very good), thereby matching
well with the CAT usage surveys. Years of experience with
CAT tools ranged from half a year to 18 years (avд=9.12,
σ=5.23), where participants had used between 1 and 9 dis-
tinct CAT tools (avд=4.39, σ=2.18), most frequently using
Trados Studio (13), Across (9), Transit (9), MemoQ (7), and
XTM (7). Overall, participants are quite satisfied with their
current CAT tools (avд=4.92, σ=1.04, on a 7-point scale). As
most liked features, translators most often reported TM (9),
terminology management (8), and concordance (7).

The ratings for the conceptual complexity of the referents
on a 5-point scale [41] show that the participants found re-
orderingmultiplewords themost complex (avg=4.08,σ=0.86),
followed by reordering a single word (avg=3.23, σ=0.93),
deletion of multiple extra items (avg=3.08, σ=0.76), and re-
placing an item (avg=2.92, σ=0.64). Adding missing items
was rated as (avg=2.69, σ=1.18), correcting the word form
as (avg=2.31, σ=1.11), and last, deleting a single extra item
(avg=2.08, σ=0.86). However, only the difference between
reordering groups (ROд) and deleting single items (Ds ) is
statistically significant (p < 0.05). The fact that reordering
was rated as most complex is interesting because it intu-
itively is complex to perform with mouse and keyboard. In
contrast, the typing tasks (addition and replace single/part)
are perceived as less complex, probably since keyboards are
well suited for this.

Unbiased Elicitation
Here, we report the results of the initial, completely unbiased
elicitation study, including agreement rates, co-agreement
rates and proposed modalities.

Agreement Rates. We consider suggestions as equal if they
consider the same modalities, i.e. different touch proposals
are considered the same, while a touch and a pen proposal
are considered distinct. The reason for this is that most pro-
posals with the same modality could be supported in parallel,
while the modalities have a direct impact on the way the
setup should be designed. We found an average agreement
rate for all referents of .282, which is comparable to the litera-
ture: [37] found an average agreement rate of .261 (min=.108
with N=12,max=.430 with N=14) in 18 elicitation studies,
and calculated that 90% probability is already reached for
an agreement rate of .374 for N=20. Since we have fewer
participants, we recalculate the cumulative probability of
our agreement rate for N=13, resulting in a cumulative prob-
ability of 67.3%, which is within the medium range [22.9%,
82%] proposed by [37].
The agreement rate and the corresponding cumulative

probability with its interpretation per referent is shown in
Table 2. The highest agreement was reached for replacing
single items and can be interpreted as highly agreed upon,



while all other agreement rates need to be interpreted as
medium [37]. This suggests that replacement is intuitively
solved with similar approaches, while less agreement was
shared amongst the other referents; however, only the ex-
treme differences between replacing single items and the
deletions are significant (p = 0.021). Furthermore, Table 2
shows that all agreement rates are statistically significantly
larger than 0.

Table 2: Agreement rate (AR), confidence intervals (CI95%),
Vrd statistics against zero (* means p = 0.001), cumula-
tive probability (PC ) and their interpretation (m=medium,
h=high), as well as the proposed modalities (with num-
ber of proposal if >1) for all referents (Re f ). The high-
est AR is shaded; the lowest ARs are marked in bold.
S=Speech, T=Touch, P=Pen, E=Eye, M=Mouse, K=Keyboard,
Tp=Touchpad, XY=combination of X and Y.

Re f AR CI95% Vrd PC Modalities

A .24 [.21,.49] 19* .58 (m) S(5), TS(4),
MK(3), TpS

ROs .21 [.12,.54] 16* .50 (m) T(6), S(2),
MK(2), P, ES, Tp

ROд .28 [.15,.59] 22* .67 (m) T(7), S(2), P, MK,
MKS, Tp

RPs .46 [.24,.85] 36* .88 (h) S(9), T, TS, PS,
TK

RPp .37 [.19,.72] 29* .80 (m) S(8), MK(2), T,
TS, PS

Ds .21 [.14,.47] 16* .50 (m) T(5), S(4), P, TS,
MS, TpK

Dд .21 [.14,.47] 16* .50 (m) T(5), S(4), P, TS,
MK, TpK

All .28 - - .67 (m) -

Co-agreement Rates. The co-agreement between reordering
single and groups of items (.128 out of .205, 62.4%) is lower
than that between deleting single and groups of items (.167
out of .205, 82.5%), suggesting that the two deleting referents
are considered more similar than those for reordering. A very
high co-agreement exists between the two replacements (.359
out of .372, 96.5%), which suggests that replacing a single
word or part of a word require similar interaction.

Proposed Modalities. Of the 91 total proposals, speech was
most commonly suggested (34), followed by touch (25), mouse
and/or keyboard (9), and touch combined with speech (8).
Apart from this, several less frequent proposals were made
(see below), of which 17 combined at least two modalities.
More than half of all proposals (48) involved speech, while
39 proposals contained touch. According to the subjective
ratings on 7-point scales, participants thought their inven-
tions were good (averages in [5.4,6.6]), easy to use ([5.3,6.6]),

and a good alternative to mouse and keyboard ([5.0,6.6]).
Except for reordering groups (where it is equal), the majority
proposal achieved higher rates on all three scales than the
average among all proposals. While we did not test this for
significance, it could indicate that participants choosing the
majority class feel more confident about their proposal.

Speech. Speech was the majority proposal for the addition
task (A) and replacement tasks (RPs , RPp ), but was also pro-
posed second most often for the deletions (Ds , Dд) (cf. Ta-
ble 2). The suggestions were mostly trying to correct the
mistake in place, e.g. “(add) X before/after Y”; however, re-
stating the correct sentence was also suggested several times.

Participants appeared quite satisfied with their proposals,
stating that speech becomes better the more changes are
required, or that it “would reduce tiredness”. For all tasks
where speech was frequently proposed, it achieved average
goodness ratings in the range [5.8,6.2], ease of use ratings
within [6.0,6.4], and good alternative ratings within [5.6,6.0].

Touch. For reordering and deletion, touch was the majority
suggestion: the idea was mainly to select the word(s) that
need to be moved/deleted by simple tapping, encircling, or
a long press followed by swiping over the words, and then
dragging towards the final position/pressing a delete button.
Other ideas were to reorder words by using several fingers
simultaneously without prior selection, or to use touch ges-
tures on top of the words to be deleted.
Participants again appeared enthusiastic regarding the

use of touch, stating “I like this” or similar expressions. The
importance of using a tilted screen and big buttons was also
emphasized. The average ratings for the touch proposals
were in the ranges [6.0,6.6], [5.9,6.6], and [5.3,6.6], for good-
ness, ease of use, and good alternative.

Touch and Speech. For the task of adding missing words (A),
the combination of touch and speech was also proposed quite
often for which it received average goodness ratings of 5.5,
ease ratings of 5.3, and good alternative ratings of 5.5. The
proposal was to place the finger at the correct position and
verbally state “X” or “enter X” or “space X” (which shows
the legacy bias of the keyboard).

Other Ideas. One participant liked the idea of having a touch-
pad for most referents while another frequently proposed
the digital pen, both proposing it at times in combination
with speech input. Infrequently, eye tracking and gestures
or combinations thereof with other modalities were also
proposed. One interesting idea from their proposals was to
select words by touch, followed by a snapping gesture or
swiping through the air, to make them disappear.
Some participants either were less creative or simply did

not want to move away from the currentmouse and keyboard



approach. Overall, the classical methods were proposed 9
times and sometimes combined with speech.
Support tools were also often discussed: one participant

suggested that when clicking on the space between two
words for insertion, alternatives should appear to select from,
while others asked for a list of different word forms or or-
derings when selecting a word. Similarly, it was proposed to
integrate a thesaurus, where users can click on the word and
see either synonyms, related words, or antonyms to better
support stylistic corrections.

Discussion. The proposals indicate that speech and touch are
by far the most relevant modalities. Overall, a medium level
of agreement was reached among participants, with a lot
more agreement for the replacement tasks than for the other
referents. For reordering, touch was proposed most often; for
replacement, speech; and for insertion and deletion, both (or
a combination) were suggested. The high ratings also suggest
that it is definitely worth investigating these modalities in
practice. While still only a few multi-modal approaches were
suggested (18.7%), this is already very high compared to
Morris [23] (3.1%). Even though we asked participants to
propose modalities other than mouse and keyboard, a few
participants were unable to come up with a different solution,
which we see as a strong legacy bias [24]. This can also be
seen from the fact that most participants tended to propose
select first, then X interactions known from the mouse and
keyboard even for the new modalities.

Biased Elicitation
The second part of the elicitation study was conducted simi-
lar to [23] considering the priming and production strategies
of [24] to avoid legacy bias. In settings with multiple propos-
als per participant, agreement rates [37] are not meaningful;
instead, we use the metrics max-consensus and consensus-
distinct ratio [23].
Participants proposed on average 2 interactions per ref-

erent, leading to 185 interactions overall. These can be clus-
tered into 18 distinct modality combinations (compared to
13 in the unbiased study). The most proposed modalities are
the pen (50), speech (31), touch (29), and pen combined with
speech (17). This differs strongly from the unbiased elicita-
tion, where the pen was only proposed 4 times while the
percentage of touch and speech proposals was even higher.
Table 3 summarizes the findings per referent. Here, the over-
all max-consensus and consensus-distinct ratios are again
calculated on a modality level, while the ratios per modality
distinguish the different proposals per modality, e.g. con-
sidering restating a whole sentence verbally as a distinct
proposal from saying “replace X by Y”, but considering the
latter equal to “change X to Y”. This allows to see both the
consensus within and among modalities.

In contrast to the unbiased study, all participants came up
with suggestions other than keyboard and mouse for every
single referent and assigned high subjective ratings. This
shows the importance of this second study phase to also
elicit opinions from participants who are rather reluctant
towards new approaches.
The most proposals were given for deleting single items,

the least for additions (total) and reordering groups (distinct).
Compared to Morris et al. [23] (3.1%) and our unbiased study
(18.7%), we see far more multi-modal proposals (avд=33.0%).
Only the reordering referents received few multi-modal sug-
gestions, probably due to the high agreement on pen and
touch, which do not require a secondary modality.

Inspecting the most common proposals, it seems that pen,
speech, touch, and the combination of pen and speech are
by far the most important ones. The highest max-consensus
ratio (on modality level) was achieved for reordering with a
pen. Regarding the consensus-distinct ratio, the most con-
sensus was again achieved for the reordering referents, the
lowest for additions. The overall average ratings among all
proposals for all referents were 6.0, 5.9, and 5.8 out of 7 for
goodness, ease of use, and good alternative, respectively,
showing a high level of satisfaction of the participants to-
wards their proposals.

Pen. We see a max-consensus ratio of more than 80% for pen
for all but one referent, showing that participants would use
the pen in a rather similar fashion. The consensus-distinct
ratio ranges from 0.33 to 1.00, meaning that either all agreed,
or there were one or two single alternative suggestions to
the majority opinion. Most translators suggested to simply
write at the correct position for additions and replacements
(after strike-through), to select (e.g. by encircling or under-
lining) and drag for reordering, and to use a strike-through
for deletions. One participant proposed the interactions in
a proofreading style (e.g. using a missing sign or drawing
arrows) while another translator suggested to use a button
integrated into the pen (e.g. to pick up one or multiple words).
In general, participants were quite enthusiastic about the
pen, also stating that it would be good since it is more precise
than touch. This can also be seen in the high average ratings,
with a goodness of 6.1, an ease of use of 6.1, and alternative
being 5.9.

Touch. Touch was commonly suggested for all referents ex-
cept additions (A) and replacing single items (RPs ), probably
because these two require the most generation of text. The
max-consensus for touch is on average lower than that for
pen, and the consensus-distinct ratio varies between 0.5 and
1.0; this taken together with the concrete touch proposals
shows that participants agreed less on how to interact with
touch. Most proposals again took the form of selection fol-
lowed by some other action and the ratings were also very



Table 3: Proposals per referent (Re f ) in the biased elicitation study. We report the (total and distinct) number of proposals,
the percentage of multi-modal proposals (MM%), modalities suggested ≥ 3 times, and the max-consensus (Cm ) and consensus-
distinct (Cd , threshold = 2) ratios for all and themost frequentmodalities (S=Speech, T=Touch, P=Pen, E=Eye, XY=combination
of X and Y, e.g. TS for touch and speech). The highest scores are shaded in cyan, the lowest in bold text.

ALL P T S PSRef Number
(tot/dist)

MM%
tot/dist

Common
Proposals Cm Cd Cm Cd Cm Cd Cm Cd Cm Cd

A 21/12 38.1/63.6 P(6), S(4), PS(3) 46.2 0.27 83.3 0.50 - - 75.0 0.50 100 1.00
ROs 29/7 3.5/14.3 P(10), T(8), E(4), S(3) 76.9 0.71 100 0.33 100 1.00 66.7 0.50 - -
ROд 27/6 3.7/16.7 P(11), T(8), S(4) 84.6 0.66 90.9 0.50 87.5 0.50 50.0 1.00 - -
RPs 25/10 48.0/60.0 S(8), PS(5), P(3) 61.5 0.50 66.7 0.50 - - 100 1.00 80.0 0.50
RPp 22/8 31.8/62.5 P(7), S(5), T(3) 53.9 0.62 100 1.00 66.7 0.50 80.0 0.50 - -
Ds 33/14 48.5/71.4 P(7), T(5), S(4), PS(3) 53.9 0.57 85.7 0.50 60.0 1.00 100 1.00 100 1.00
Dд 28/14 57.1/71.4 P(6), T(3), PS(3) 46.2 0.57 100 1.00 66.7 0.50 - - 67.7 0.50

good with an average of 6.2 for goodness, 5.9 for ease of use,
and 6.0 for alternative.

Speech. Speech was among the set of common suggestions
for all referents except deleting groups (Dд). In this case the
max-consensus ratio is also on average lower than that for
pen, and the consensus-distinct ratio ranges from 0.5 to 1.0.
Inspecting the data, we see that it all boils down to the two
proposals correct in place (e.g. “Add X after Y”) or restate
correct sentence. One should note that except for deleting and
reordering groups (Dд and ROд), the option correct in place
was always the one favored by our participants. This makes
sense as for more complex sentences it might be simpler to
reformulate the correct sentence, a fact that a participant
also pointed out as an explanation. Speech ratings were a bit
lower, but still good, having 5.8 for goodness, 5.9 for ease of
use, and 5.5 for alternative.

Pen and Speech. The combination of pen and speech was
proposed for all referents except for reordering groups (ROд),
with all proposers agreeing completely for additions (A),
replacing parts (RPp ), and deleting single items (Ds ). More
distinct suggestions were provided for replacing single items
(RPs ) and deleting groups (Dд). The suggestions were all very
straightforward, either placing the pen at a specific position
or selecting the important parts and then uttering a speech
command. The combination of pen and speech received the
highest subjective ratings: 6.2 for both goodness and ease,
and 6.3 for alternative.

Other Ideas. Apart from these common modalities, many
other suggestions weremade, althoughmost of themwithout
consensus. Many suggestions combined eye/touch/touchpad/
pen with a keyboard or speech. Interestingly, the keyboard
was sometimes only integrated for the delete key, but it
was also suggested by several participants who did not like
handwriting. Gestures were occasionally paired with speech
or with eye tracking, e.g. by looking at an item and then

shaking the head or swiping through the air. It was also
pointed out that gestures would require a large screen, could
activate muscles, and might be easy to perform, but would
initially require training. Eye tracking was also proposed
several times, e.g. by picking up and dropping words by
blinking or combined with a touch button or speech input.
However, most participants were less optimistic regarding
eye tracking, expecting it to require high concentration.
As in the unbiased elicitation, several ideas for support

tools arose: again the idea of receiving a list of word forms,
synonyms etc., which could be selected with any modality,
was proposed. Furthermore, eye tracking was suggested to
mark the position the user last looked at within the source
and target text, to avoid getting lost when scrolling, similar
to the Gazemarks approach [14].
In general, several participants argued for multiple ap-

proaches working simultaneously to avoid tiredness and to
be able to rest the hands or the voice from time to time.
Participants were often also confident that their suggestion
could be faster than mouse and keyboard.

Discussion. We find that both reordering and deletion tasks
would be best supported by pen and touch and to a lesser de-
gree speech. For the insertion and replacement tasks that also
require the generation of new text, pen, speech, or pen com-
bined with speech appear to be most promising. In general,
the pen was suggested very often by participants and based
on the discussions, they really liked the idea of a digital pen
for PE. Participants were often also confident that their sug-
gestion could be faster than mouse and keyboard. Apart from
reordering, there were lots of multi-modal suggestions, most
commonly pen and speech, but also (albeit without consen-
sus) a lot of eye/gesture + X approaches. Several participants
also argued for multiple approaches working simultaneously
to avoid tiredness and to be able to rest the hands or the
voice from time to time. The legacy bias appeared lower in
this biased elicitation, which can be seen in the vast amount



of suggestions of modalities that people do not usually use
in their daily lives, and the fact that no one came up only
with mouse and keyboard, as was the case in the first unbi-
ased elicitation study. Therefore, we argue that it is worth
doing this two-step setup, as it provides insights into the
overall user model but also into their thoughts on possible
approaches.

Multi-Modal CAT Setup
Next, we discussed what the participants would imagine
their CAT system to look like. Regarding screens, 9 partic-
ipants preferred having only a single screen; however, we
see a clear tendency towards big screens: only 3 participants
(two of whom wanted more than 1 screen) argued for a nor-
mal screen size, while 7 requested a big, and 3 even a giant
screen (e.g. flipchart-sized). 2 translators proposed editing
on a touchscreen placed on the table combined with other
tools above this editing area. In general, 7 participants ar-
gued for a tiltable screen for better adjustment of the viewing
angle and improved touch interaction. This is in line with
the feedback we received during the two elicitation tasks,
where most participants that proposed a touch or pen in-
teraction simultaneously argued for a tilted screen layout.
Furthermore, 3 participants asked for a setup that allows one
to work both in a seated and a standing position. Apart from
this relatively straightforward setup, the idea to integrate
hardware buttons or even interact with the feet was also
proposed, e.g. to confirm segments.
Regarding the interface, the arrangement of source and

target text was a widely discussed topic with most transla-
tors (9/11) arguing for a horizontal layout. The integration
of browser functionality like an online corpus, synonyms,
encyclopedia, dictionaries, forums, etc. into the interface was
also mentioned 4 times. Displaying the text in the correct
document format was another emerging topic: 3 proposed to
see a preview of the target, 1 wanted to see the source, and
another requested both.
Many different arrangements of common CAT features

were proposed. Some discussed the importance of having
everything relevant (TM, dictionary, etc.) on the same level
as the current segment, while others also proposed more
vertical arrangements. One participant argued for movable
interface elements, which, given the amount of distinct lay-
outs proposed, is probably the best and only good option,
even if it remains to be seen if this customization would be
used in practice (see [5]). 2 argued for enlarging only the
current segment, allowing the user to view a lot of context
and still see the current segment in a comfortable manner.
This would also facilitate pen or touch interaction, as it offers
more space.

Further interesting ideas were to enlarge words upon se-
lection, and to read back text (text-to-speech) while read-
ing with the eyes to detect errors more easily. One partici-
pant proposed to ambiently display images of words you are
looking up or currently editing within the room (through
a projection) while another participant involved in techni-
cal translation proposed to display 3D visualizations of the
machines that the text is about.

Cognitive Load Adaptations
Here, we present the results of our interview regarding pos-
sible CL adaptations.

Additional Resources. The idea to automatically receive ad-
ditional resources when high loads are detected was often
proposed by participants, e.g. to display a corpus or termi-
nology proposals, to automatically provide MT alternatives,
or to trigger concordance search. We also discussed this idea
with participants who did not propose something related on
their own. On average a rating of 5.15 was achieved on a
7-point Likert scale (min=1,max=7, σ=1.68). Overall, 10/13
participants were positive regarding such automatic adapta-
tions (goodness ratings in range [5–7]) stating that especially
TM and MT alternatives would help, that research activities
should be triggered automatically, and that this could avoid
wasted time. However, it was also noted that it needs to be
configurable, and risks showing irrelevant information.

Simplify. We also discussed the opposite idea: to hide ele-
ments when a high CL is detected, the hypothesis being
that the interfaces are too complex [45] and considering all
information might be overwhelming. Here, we see rather
contrary opinions: only three participants were very positive
in this regard (range [6–7]), while all others were against
such simplifications or had a neutral opinion (rating in [1–4]).
The average rating is therefore rather low: avд=3.39,min=1,
max=7, σ=1.94.

Estimate CL. We further discussed the idea of learning a CL
estimation, mapping high/low CL experienced in the past to
new tasks to estimate how demanding the translation will
be. 9/13 participants provided very positive feedback, stating
that this “is better assessment than just words”, should be
used for color-coding, or could help estimate the time and
effort required for new jobs while 3 showed mixed and 1
negative opinions towards this idea. On average the ratings
were rather good: avд=4.92,min=3,max=7, σ=1.19.

Breaks. The idea to propose breaks automatically was also
discussed: one proposed to display a coffee cup icon, while
another argued that this might help achieve better quality.
In general the feelings were mixed, with an average rating of
4.23 (min=1,max=7, σ=2.05), and many stating that it might
help if it is configurable and only suggested but not enforced.



Reordering. Similarly, the idea arose to work on the texts/
projects in a changed order, to avoid long periods of too
high or too low CL and achieve a better balance. Of course,
this would only be possible if the context allows it, but the
participants claimed that this is feasible and many often
decide to adapt the order, e.g. by translating a table or a
caption in between or by switching to a simpler translation
project. This would help with “making better use of cognitive
resources” because you are sometimes “blocked by focusing
too much”. However, apart from these many positive voices,
four participants also stated that they “can do it on [their]
own” or “would not want that”. On average the translators
gave their idea a rating of 4.15 (min=1,max=6, σ=1.46).

Other Ideas. Other interesting ideas when discussing possi-
ble adaptations were to pay translators based not only on
time but also on CL, to adapt the font size, to make a profile
about what is easy for which translator to find a good match
between text and translator, or to estimate the remaining
time based on complexity. Further suggestions were notifica-
tions about detected boredom, or increasing error tolerances
for speech and handwriting recognition when under load.
In general, participants found potential adaptations to

one’s own cognitive state exciting and offering room for lots
of improvement, but at the same time some found it to be
“frightening” and “feeling manipulative”.

Limitations
Since the whole study was based only on elicited ideas, all
findings need to be verified on a working prototype. Only
after such tests would it be possible to fairly compare the
techniques, including all potential technical limitations.

5 CONCLUSION
Due to the changed task compared to classical translation,
we argue for the need to investigate the PE process more
strongly from an interaction, and specifically a modality per-
spective. For this, we propose a set of common operations
necessary for PE and find that translators believe reorder-
ing tasks to be the most complex. Based on the agreement
shared between replacing single items and parts of items,
we would reduce our proposed set to addition (A), reorder
single/group (ROs /ROд), replacement (RP ), and delete sin-
gle/group (Ds /Dд) in the future.

In an initial, completely unbiased elicitation study, partici-
pants mostly proposed touch and speech modalities for these
referents, while other modalities were only rarely suggested.
We believe this to come from the limited background of the
participants with interactive systems and a strong legacy bias.
However, the participants’ high subjective ratings indicate
that they were quite satisfied with their proposals.

After having introduced the translators to a set of common
modalities, their proposals changed, where now the digital
pen was considered a favorite together with speech, and
touch. Taken together the ratings and the strong agreement
on these three modalities, we argue that one should move
away from mouse and keyboard-only approaches and inves-
tigate such interactions in practice. Based on the statements
that several modalities should work in parallel to avoidmono-
tonicity and thereby possibly fatigue, we believe that these
commonly proposed modalities should all be supported for
every single referent. This would allow switching the inter-
action mode but avoid enforcing such modality shifts as it
could irritate users if some modalities only work for a subset
of referents. In contrast, other modalities like eye tracking
or gestures appear less promising for this application area.
Furthermore, most participants were positive regarding

the idea of a user interface that adapts to measured cogni-
tive load, especially if it automatically provides additional
resources like TM matches or MT proposals.
In the future, we will develop and extensively test a PE

interface supporting the proposed interactions with different
modalities and investigate the feasibility of such CL adap-
tations in practice. Furthermore, we will investigate if our
findings also apply to very related contexts like text review
and proofreading, as we expect.
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