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Introduction
Optical character recognition (OCR) has improved
significantly in recent years [6] and is used in various
domains ( [2,5,8]. However, OCR results are still
error-prone and heavily depend on the quality of both the
picture taken and the printed text [4]. This makes it hard to
achieve reliable OCR results in domains that are confronted
with e.g. text fonts that are hard to recognize, pale ink, or
crumpled paper [9] and gets even worse when taking
pictures with a smartphone camera [4]. One approach to fix
spelling errors is using crowdsourcing which relies on the
concept of the wisdom of crowds [7]. This concept states
that a group of people is able to come to a better decision
than an individual [7]. We investigated crowdsourcing and
gamification in the domain of receipt capturing to keep track
of expenses as we found evidence that users are interested
in this but shy away from the huge effort. We developed a
budgeting app for smartphones that allows for tracking
expenses by taking pictures of receipts to extract relevant
entities such as the total sum, store name, single articles
and their corresponding prices, and a categorization of each
article. To enhance the recognition algorithm, we used the
outcome of different microtasks that were solved by users of
our app. Solving these microtasks is not motivated by
monetary rewards. Instead, we use gamification - the use of
game elements in non-game contexts [3].



Microtasks used in the System

Figure 1: Different microtasks that
were solved by users of the app

By using microtasks we aimed to provide information for our
extraction algorithm to solve the following challenges:

C1 Identification of articles and extraction of their prices
C2 Categorization of single articles and the whole expense
C3 Identification and extraction of the total sum

In the app, each microtask is shown isolated and consist of
an image of the unknown receipt line and a short task
description. We decided to use three different task types,
which we assume to be helpful to match articles and prices,
to extract the total sum, and to categorize articles and the
overall expense (cf. Figure 1):

Classification Microtasks
We identified three different types for entities: article
names, additional information (e.g. article numbers or
quantity indications) and total sum. Given the classification
of a line (whether it contains an article, additional
information or a total sum), we are able to match articles
and prices and furthermore extract an overall sum solving
C1 as well as C3. The user is asked to identify the entity to
be an article, additional information or total sum, as
depicted in Figure 1a).

Article Correction Microtasks
This microtask is created once a line is identified as an
article by the crowd. The user is asked to name a depicted
article as shown in Figure 1b). The outcome of this
microtask is used to correct OCR errors (spelling errors),
identify articles and provide an article name, since the
articles are often abbreviated on the receipt.

Article Categorization Microtasks
Again, this microtask is generated after an entity was
classified as an article, to obtain a category for it, thus
solving C2 (cf. Figure 1c).

Discussion
The outcomes of the used microtasks, that were derived by
majority votings, reduced the error rate significantly when
extracting receipt entities (The error rate was reduced by
nearly two thirds, cf. [1]). However there were still errors
(10.36%) after the changes of the crowd were applied,
posing the question for reasons. First, there were errors in
the algorithm cutting out every line from the receipt picture
leading to microtask pictures that were ambiguous,
incomplete or broken. However, there were also wrong
classifications and corrections made by the crowd, even
when the picture was perfectly extracted. Reasons might be
uncertain microtask descriptions or the will to collect points
and unlock achievements to compete other players on the
leaderboard, as these elements were offered due to the
gamification concept. Furthermore the aggregation method
could have been altered: Instead of using a majority voting
to obtain outcomes of the microtasks, other options could
lead to fewer errors (such as an expert voting in which votes
of trustfully users are more weighted). We moreover found
that users subjectively did not consider solving microtasks
fun or engaging, although the use of gamification
significantly lead to a higher amount of solved microtasks. It
is therefore necessary to investigate further incentive
methods to motivate and retain users to solve more
microtasks over a longer timespan.
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