User-Independent Real-Time Hand Gesture Recognition Based on Surface Electromyography
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ABSTRACT
In this paper, we present a novel real-time hand gesture recognition system based on surface electromyography. We employ a user-independent approach based on a support vector machine utilizing ten features extracted from the raw electromyographic data obtained from the Myo armband by Thalmic Labs. Through an improved synchronization approach, we simplified the application process of the sensing armband. We report the results of a user study with 14 participants using an extended set consisting of 40 gestures. Considering the set of five hand gestures currently supported off-the-shelf by the Myo armband, we outperform their approach with an overall accuracy of 95% compared to 68% with the original algorithm on the same dataset.
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INTRODUCTION
Latest advancements in mobile and especially wearable computing bring up a new generation of devices following the idea of ubiquitous computing and calm technology [19]. The smaller and smaller device sizes impose new challenges as e.g. touch input is not suitable [17]. Although speech input is on the rise\(^1\), there are situations in which it is not appropriate, e.g. in noisy environments or when privacy matters. On the other hand, people are used to hand gestures in everyday life, e.g. due to non-verbal gestures [9]. Hence, making them usable for human-computer interaction seems a promising way. To detect such hand gestures, there exist several approaches, such as glove-based ones (e.g. [20]) or those based on computer vision [11], and combinations of these two techniques have also been investigated [18]. While vision-based systems rely heavily on environmental conditions such as lighting, glove-based approaches are often expensive and potentially limit the user’s freedom of movement. As alternative solutions, approaches using bio-acoustic sensors (e.g. [4]) or surface electromyography, a technique to record and interpret electrical skeletal muscle activity non-intrusively, have been proposed. With the Myo armband\(^2\) by Thalmic Labs, an off-the-shelf commercial device is provided that is designed to be used by people without any specific technological or medical background. Through its Bluetooth connection, no cumbersome cables are required, which further eases its application. As the armband supports only five gestures by default, we created a recording tool (see Figure 1) to gather data for a total of 40 gestures. Based on parts of the recorded data, we trained a user-independent support vector machine with a total of ten features we extracted from the raw electromyography data stream after some preprocessing steps. We further attempted to increase the recognition robustness by improving the synchronization process that is used to handle differences in position and orientation when putting on the armband.

\(^1\)http://on.mktw.net/1ZWKOBb, last retrieved 24/05/2017

\(^2\)http://www.myo.com, last retrieved 24/05/2017
RELATED WORK

As mentioned before, glove-based approaches for hand gesture recognition such as the one by Weissmann and Salomon [20] are able to provide good recognition results of up to a 100% recognition rate, but the need to wear a glove can restrict the user’s freedom of movement and might be an impediment to using the technique. In contrast, approaches using bio-acoustic sensors typically do not require the user to wear something on the hand; a wrist- or armband is often sufficient here. In [6], Laput et al. even used a standard smartwatch’s accelerometer as a sensor. However, this was only possible by modifying the underlying Linux kernel, resulting in a constant CPU load for the data collection. Zhang and Harrison present an approach based on an electrical impedance tomography enabled wrist-armband [23], providing accuracies up to 97% in a user-dependent classification. Regarding limitations of their approach, the authors mention typical issues such as environmental and sensor placement influences, including the limited applicability in a cross-user scenario.

For our work, we decided to focus on a technique that does not restrict the user’s movements, is largely independent of environmental influences and provides the chance for a user-independent recognition. To ensure a wider applicability of our findings, we focused on already available hardware instead of providing a prototype device. Based on these requirements, we selected the electromyography armband by Thalmic Labs that is readily available for purchase. The topic of gesture recognition based on surface electromyography has already been examined by several independent researchers in recent years. In 2008, Saponas et al. published their first work focusing on muscle-computer interfaces [13]. Based on an off-the-shelf ten-sensor wired EMG device, they were able to distinguish finger presses w.r.t. position and pressure as well as to classify tapping and lifting gestures on one hand. In a ten-fold cross-validation, accuracies between 78% and 95% for a four-gesture set could be achieved based on user-dependent training, while as could be expected the user-independent classification performed much worse. In a follow-up work from 2009, Saponas et al. focused on classification of finger gestures for situations in which the hand is not constrained to a surface [14]. Instead of relying on a retrospective classification, a real-time approach was put in place, resulting in accuracies between 79% and 88% for the classification of four finger gestures based on user-dependent training. In their latest addition to this topic [15], the authors focused on a wireless sensing device, thereby reducing the sample rate to 5 Hz, and cross-session classification without additional training. Based on user-dependent training, accuracies up to 87% could be achieved for distinguishing three in-air pinch gestures, while classifying finger presses on a surface resulted in an accuracy of only 66% in the cross-session condition. Summarizing the three approaches from Saponas et al., there are a number of similarities to our work, but also important differences: We also focus on in-air finger gestures that do not require a surface to tap on, and utilize a support vector machine for real-time classification. While we also use an off-the-shelf wireless EMG device, today’s technology enables a much faster sensor sampling rate of 200 Hz. Most importantly, we target a user-independent classification that furthermore provides the possibility to classify the gestures independent of the arm on which the armband is worn and how it is oriented. Due to these features, no more training and no exact placement of the sensing device is needed for new users. Additionally, we increase the set of considered hand gestures while preserving an accuracy of 85% to 95%, depending on the gesture set.

Based on a prototype of the device we also used in our study, Samadani and Kulić generated a user-independent hand gesture recognizer using Hidden Markov Models [12]. For ten gestures, an offline classification accuracy of 79% could be achieved. Unfortunately, the authors did not give any further details about required sensor placement accuracy. Instead of only using eight sensors, Amma et al. investigated finger gesture recognition with an electrode array consisting of 192 EMG sensors [1]. Based on a naive Bayes classifier, the authors could show that increasing the numbers of sensors up to around 100 significantly improves the recognition. For a set of five gestures, an accuracy of 94.6% could be achieved. Furthermore, two algorithms to compensate for inter-session sensor displacements were investigated and could improve the recognition rate from 58.9% to 75%. As the algorithms rely on fixed timing information, they cannot easily be adapted for a real-time classification as we plan to implement it.

To further increase the recognition accuracy, several approaches have been investigated that combine electromyography with additional sensors, e.g. by integrating an accelerometer [7, 21, 22], an inertial measurement unit [2] or pressure sensors [8]. Although these approaches provide promising results, they bear the risk of complicating the device itself or its setup procedure or could even restrict the users in their freedom of movement. We therefore decided to base our approach solely on electromyography sensors for now.

CONCEPT & IMPLEMENTATION

We aim at providing a user-independent implementation to enable new users to directly use the system without a prior training phase. As we target a hand gesture recognition that can be used in an interactive way, e.g. to control an application or a device, we focus on fast reaction times, i.e. considerably less than one second, which we refer to as “real-time”. We also focus on an underlying model that can equally be used for left- and right-handed interaction. Furthermore, we want to ensure that our system is robust against slightly different positioning and rotation of the sensing device to increase the user’s flexibility when wearing the device. We extend the set of gestures that are supported off-the-shelf by the Myo armband (wave hand in/out, spread fingers, make a fist and double tap with thumb and middle finger) with six additional groups of gestures:

- Single stretched finger (5 gestures)
- Single finger is folded, the others are stretched (5 gestures)
- Tap with the thumb at a certain phalanx of another finger (12 gestures)
- Multiple stretched fingers (3 gestures)
• Flick with the thumb and another finger (4 gestures)
• More complex gestures, e.g. pinching in mid-air (6 gestures)

In total, 40 gestures were examined (see Figure 3 at the end of the paper). To collect training data for our classifier, we developed a lightweight Python application that on the one hand connects to the Myo armband using the myo-python bindings\(^3\) to gather the raw sensor data and on the other hand, provides a graphical user interface that illustrates the gesture to mimic with a short video sequence (see Figure 1). From the software engineering point of view, we made sure that our system is easily extensible, e.g. to be able to include further gestures if technical development allows even more fine-grained distinctions. Equivalent to the original approach of Thalmic Labs, the gesture recognition is not implemented on the sensing device itself, but on a separate device the raw data is sent to.

Preprocessing
The Myo armband consists of eight EMG sensors, each providing integer values in the range from -128 to 127 with a frequency of 200 Hz. Before providing the data through the SDK, it is already filtered by a 50 Hz and 60 Hz filter to remove noise caused by power line interference. Still, the raw data contains a lot of variability caused by factors such as the amount of force used or the duration of the execution, but also aspects such as subcutaneous fat, the muscle fiber composition or the amount of hair [12] also influence the sensor readings.

To counteract effects caused by muscle contraction made as a counteraction to earth’s gravitational pull, we use each channel’s mean values recorded during the rest gesture. As the rest gesture is both user- and situation-dependent, this noise reduction comes at the cost of recording the rest gesture prior to actually using the device.

As we do not restrict the users to wearing the sensing device on a specific arm or with a precise alignment, we have to compensate for the resulting influences on the sensor readings. The synchronization gesture implemented by Thalmic Labs, i.e. waving the hand to the outside, provides a good estimate on the orientation of the device, as it causes a distinct high sensor value in one channel compared to all other channels. To handle left- and right-hand usage equally, a transformation of the sensor array by horizontal mirroring could be used to convert sensor readings from one side to the other.

To overcome further variability in the EMG readings, especially in cross-user comparison, we employ a normalization w.r.t. the highest measured peak. During the training phase, we consider the absolute maximum value of all channels as the highest peak. In the real-time classification mode, we consider the maximum value during the synchronization gesture as reference. In both cases, the following equation is used to adjust a measurement \(x_i\) of channel \(i\) w.r.t. to the maximum possible value (\(\text{max}\)) and the maximum measured value.

\[
x'_i = \frac{\text{max}}{x_{\text{max}}} \cdot x_i
\]

\(^3\)https://github.com/NiklasRosenstein/myo-python, last retrieved 24/05/2017

To split the continuous sensor data stream into active segments, i.e. those that potentially contain a gesture, and segments without meaningful activity, we adopt an approach as presented in [22]: We compute the average absolute value of all channels \(x_{\text{avg}}\) for each sample according to Equation 2. Thereby, \(c\) is the number of channels and \(x_i(t)\) denotes the measured value of sensor \(i\) at index \(t\). Afterwards, a moving average algorithm with a configurable window size \(W\) is applied. Starting at index \(t\), the average value over \(x_{\text{avg}}\) is calculated with respect to Equation 3. If this value exceeds a specified threshold, index \(t\) is used as the starting point of an active segment. The segment ends if all average values \(x_{\text{avg}}(t)\) in a window are lower than an off threshold. These thresholds should be chosen with respect to the level of noise during a rest gesture. If the active segment is smaller then or equal to the size of a window, the corresponding segment is dropped as measurement noise.

\[
x_{\text{avg}}(t) = \frac{1}{c} \sum_{i=1}^{c} |x_i(t)|
\]

\[
E_{\text{avg}}(t) = \frac{1}{W} \sum_{t'=t-W+1}^{t} x_{\text{avg}}(t')
\]

As soon as the start of an active segment is determined, we split the segment into overlapping windows as it has already been done by others [7, 13, 21]. Through this approach, we produce a time-independent signal as each window has the same length (i.e. 300 ms in our implementation). Also, the subsequent recognition steps become independent from the length of the gesture, i.e. it does not matter if a user is holding a gesture for a second or over a minute. As we treat each window independently and a gesture can be determined for each of the windows, real-time classification becomes feasible. However, the windowing of a signal can introduce unwanted aliasing effects, also called spectral leakage. To address this issue, we use the Hann function [3] to smooth the data.

Feature Extraction and Classifier Training
For the classification process, we have to extract features from the created windows that can serve as an input vector for our support vector machine. As we aim for a real-time classification, only features with low computational cost can be considered. Based on previous work (e.g. [10, 16]) we decided for ten equally-weighted features from both the time and the frequency domain (through a Fast Fourier Transformation).

Features in the time domain
For a given window of size \(W\) containing raw data \(x\) consisting of the measured values of each channel \(c\), the following features are computed:

**Root Mean Square**
The Root Mean Square directly reflects the amount of muscle activity. In addition to the values for the individual channels (Equation 4), we also consider the averaged value over all channels.

\[
\text{RMS}(c) = \sqrt{\frac{1}{W} \sum_{i=1}^{W} x_c(i)^2}
\]
**Mean Absolute Value**

The Mean Absolute Value is computed individually for each channel (Equation 5) and then averaged over all channels.

\[
MAV(c) = \frac{1}{W} \sum_{i=1}^{W} |x_c(i)|
\]  

**Energy Ratio**

The Energy Ratio normalizes a channel’s energy \(E\) (Equation 6a) w.r.t. the first channel. The feature is computed once for each combination of two channels (Equation 6b).

\[
E(c) = \sum_{i=1}^{W} x_c(i)^2
\]  

\[
RE(i, j) = \frac{E_i/E_j}{E_j/E_1}; j = 1, ..., M; i = j + 1, ..., M
\]

**Variance**

As the mean of the EMG signal is close to zero, the variance can be retrieved according to Equation 7.

\[
VAR(c) = \frac{1}{W-1} \sum_{i=1}^{W} |x_c(i)|
\]

**Willison Amplitude**

The Willison Amplitude counts the number of times the difference between two subsequent raw values exceeds a certain threshold (Equation 8). We empirically set this threshold to 30% of the maximum EMG value.

\[
WAMP(c) = \sum_{i=1}^{W-1} f(|x_c(i) - x_c(i+1)|)
\]

\[
f(x) = \begin{cases} 
1, & \text{if } x \geq \text{threshold} \\
0, & \text{otherwise}
\end{cases}
\]

**Zero Crossings**

The Zero Crossings feature counts the number of times two subsequent raw values have different signs (Equation 9). To be robust against background noise, we only consider such crossings if the difference exceeds a certain threshold (equal to the start point detection threshold).

\[
ZC(c) = \sum_{i=1}^{W-1} f(x_c(i), x_c(i+1))
\]

\[
f(x, y) = \begin{cases} 
1, & \text{if } x \cdot y \leq \text{threshold} \land |x - y| \geq \text{threshold} \\
0, & \text{otherwise}
\end{cases}
\]

**Features in the frequency domain**

For the frequency domain, we compute the fast Fourier transformation \(fft\) of the window data for each channel \(c\). As a result, we receive the corresponding values of each frequency bin \(j\). The total number of frequency bins is denoted by \(M\).

**Histogram**

The range of a channel’s absolute value is divided into four equally-sized segments; the number of samples belonging to each segment is computed, resulting in four values per channel.

**Amplitude Spectrum**

The Amplitude Spectrum of a channel \(c\) is computed according to Equation 10. We consolidate the frequency bins into five groups of equal size and compute the average per group, resulting in five values per channel.

\[
A_c = \sum_{j=1}^{M} |fft_c(j)|
\]

**Modified Median Frequency**

The Modified Median Frequency determines the frequency bin \(j\) at which the amplitude spectrum \(A\) is split in two parts of equal size:

\[
MMDF(c) = \sum_{j=1}^{M} A_c(j) = \frac{1}{2} \sum_{j=1}^{M} A_c(j)
\]

**Modified Mean Frequency**

The average frequency in relation to the Amplitude Spectrum is computed by the Modified Mean Frequency:

\[
MMNF(c) = \frac{\sum_{j=1}^{M} ftt_c(j)A_c(j)}{\sum_{j=1}^{M} A_c(j)}
\]

To avoid overfitting, we implemented a cross-validation based on the suggested procedure by Hsu et al. [5] using the radial basis function (RBF) as kernel function. The cross-validation determines the values of the kernel parameter \(\gamma\) and the penalty parameter \(C\) that determines to which degree false predictions on the training data are reasonable as long as the margin between the classifier and the training data is increased. We split the training data on the gesture level, i.e. we do not perform the cross-validation on single input vectors, as we want to increase the correct recognition of the complete active segment. About 10% of the training data, or at least one execution per gesture and user, is collected in a cross-validation set. Based on the remaining data, SVM models are computed for different values of \(C\) and \(\gamma\), i.e. a grid search on the parameters is performed. Afterwards, we predict the label of the corresponding gesture for each execution in the cross-validation set based on each of the computed models. By comparing the result with the ground truth information, we calculate the prediction accuracy of the model. The final model is then based on the parameters yielding the highest accuracy. In our implementation, we found optimal values with \(\gamma = 8\) and \(C = 32\).

**Classification Process**

During the classification process, the same preprocessing steps as outlined above are carried out. The extracted feature vectors for each window are then given to our trained SVM which in return assigns a label for the window. To classify an active segment as a whole, we execute a majority vote on the labels of the individual windows. To avoid wrong classifications, we set a confidence threshold of 0.3, i.e. if no label is assigned to at least 30% of the considered windows, we consider the segment to not contain any of our gestures.
We evaluated our recognition in a user-independent scenario. We had to delete 58 of the 2,800 executions due to incorrectly detected gestures. When analyzing the remaining 8.3%, we were further considered as they could still be classified. As a system with a precision of 16% is not suitable for end-users, we tried to optimize the gesture set by following the raw EMG signal, which makes it difficult to discriminate gestures. We first evaluated the algorithm's ability to find active segments by inserting a gesture recording into the recording of the rest gesture at a random position, but not at the very beginning or the very end (400 ms interval). From the 2,742 evaluated samples, 91.7% could be correctly recognized, i.e. start and end points were correctly detected. When analyzing the remaining 8.3%, nearly half of them were tap gestures which did not pass the trigger threshold due to low-valued sensor readings. For the rest of the analysis, we excluded 142 gestures whose starting point was not detected. Segments without a recognizable end were further considered as they could still be classified.

We evaluated our recognition in a user-independent scenario by using a leave-one-out method and achieved an overall accuracy of 16.35% (sd: 4.54%) for our 40-gesture set, which is slightly above the accuracy of the automatically determined sets. However, evaluating all possible sets of a certain size is a very time-consuming process due to the complex classifier training, and seems not appropriate here.

To evaluate our classifier also in comparison with the state-of-the-art implementation of the Myo armband, we logged all recognized gestures of the original algorithm during the data collection. We then trained our classifier with the five gestures also supported by the Myo armband (wave in/out, spread fingers, make a fist and double tap of thumb and middle finger). As before, the system was trained and tested by a leave-one-out method. In contrast, we considered all executions of the gestures, regardless of whether there was an active segment detected or not, counting not detected segments as prediction errors. Regarding the Myo, we counted an execution of a gesture as correctly recognized if the corresponding gesture was predicted correctly at least once, i.e. even if there were multiple predictions for a single execution, we counted it as correct as long as one of them was correct. While our approach achieved an overall accuracy of 95.64% (sd: 5.45%), the Myo recognized only 68.55% (sd: 13.98%) correctly. An independent t-test showed that our algorithm provided statistically significantly higher precision compared to the gesture recognition by the Myo ($t(16856) = 6.758, p < 0.001$).

**CONCLUSION AND FUTURE WORK**

We presented a user-independent, real-time recognition algorithm for hand gestures based on surface EMG. Built on ten features with low computational overhead in the time as well as the frequency domain, we use a support vector machine to detect gestures in a continuous stream of sensor readings. Based on a window size of 300 ms, we are able to classify a gesture after less than half a second, and our evaluation shows that we achieve accuracies of up to 95% for gesture sets of size five. Remarkably, our algorithm significantly outperforms the current state-of-the-art recognition algorithm that the Myo armband, which we used as our sensing device, relies on.

For future work, we plan to examine whether the better recognition accuracy persists when even more participants are investigated, as it is the stated aim of the original implementation to be reliable for a wide range of users. We also plan to further investigate whether other approaches for an automatic selection of gesture sets may provide better results than the two we used. It might also be worthwhile to investigate how the results from this paper can be transferred to other EMG hardware. Additionally, it might also be promising to investigate how the recognition process can benefit from utilizing the inertial measurement unit that is integrated into the Myo wristband.
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Figure 3. The 40 gestures used in our evaluation. Images are taken from the instruction videos shown to the participants in our recording environment.