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Abstract

The layout of a factory is essential to cost- and time-efficient production in today’s
competitive manufacturing environment. This thesis provides assistance for the
rough factory layout planning process, which is the initial design phase of factory
work floors. While currently used pure analog approaches are easy to handle
and support collaborative work, they miss the advantages of digital planning,
namely being able to archive different design alternatives or to run simulations
on created layouts. Since pure digital solutions are often complex to use and
non-collaborative, planning experts in an initial requirements analysis stated
that a system combining the advantages of analog and digital planning tools
would be beneficial for rough factory layout design. We analyzed related plan-
ning approaches that try to combine the two worlds, however, none supported
agile planning where new objects need to be created on the fly. Furthermore,
they did not assist users in rebuilding real world physical models, thereby mak-
ing it difficult to refine existing layouts. Motivated by these shortcomings, we
present a tangible system allowing users to plan analogously with fast producible,
arbitrarily shaped objects and colored adhesive tape in order to define rough
factory layouts. The advantages of digital planning are taken by automatically
creating a synchronized digital model of the physical 3D representation on a
large planning table. The digital model can be exported in a standard format
for archiving, running simulations or further planning. When importing an old
state, the digital model is reloaded immediately and projections on the table help
users rebuild the physical state. An evaluation at a large German manufacturing
company showed that the automatic digitization was appreciated by the planning
experts. The system saves the time needed for manual digitization and allows
to easily test multiple design alternatives which facilitates creativity according
to the participants.
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Chapter 1
Introduction

This thesis presents DEPlaTa - a Digitally Enhanced Planning Table for rough
factory layouts. It facilitates rapid prototyping of a factory’s interior layout
by automatically creating a synchronized digital 3D model of objects and tape
placed on a large planning table. Users can easily jump back to specific versions,
add meaning to the digital representatives and export the created model to any
3D software (e.g., for running simulations). Thus, we argue that by using our
system, collaboration is as easy as in purely analog planning without losing the
advantages of digital planning.

1.1 Motivation

In the manufacturing industry, the factory layout has a significant impact on
productivity, manufacturing costs and lead times [16]. Multiple optimization
goals can be achieved by improving the arrangement of the needed machines,
workbenches and supply areas. Not only the obvious objectives of improved
productivity and decreased manufacturing costs need to be considered but also
juridical and working atmosphere related goals such as noise protection or the
locations of break rooms must be carefully planned. Thus, factory layout planning
is a vital task to the survival of manufacturers in today’s globally competitive
environment [48].

During the past years the rapidly changing customer demand has led to short-
ened development and product life cycles [13, 48]. The manufacturing industry
must therefore quickly adapt to current trends by restructuring production sites.
At the same time the market’s continuous pressure for cost reduction must be met.
Consequently, there is a growing need for planning tools supporting manufactur-
ers during the reorganization of old and the design of new production sites [41].

1



2 Chapter 1. Introduction

Currently, manufacturers are heavily investing in their production systems: ac-
cording to a recent study the European industry will invest 140 billion Euro
annually in so called Industrie 4.0 solutions by 2020 [33]. Industrie 4.0 describes
the fourth industrial revolution, a term coined by the German government and
industry. Figure 1.1 shows the four industrial revolutions on a time-line: the first
industrial revolution started at the end of the 18th century with the mechanization
of manufacturing equipment. Around 1870 mass production of goods became
possible through the invention of electrical power, leading to the second indus-
trial revolution. A century later, information technology allowed manufacturers
to further automate manufacturing processes resulting in a third industrial revo-
lution [30]. The goal of Industrie 4.0 is to induce a fourth industrial revolution by
creating a Smart Factory, where products are intelligent by knowing the required
steps for their completion, workers are supported in all processes using modern
technology and production and logistic systems are managed autonomously
by Cyber-Physical Systems communicating over the Internet [30]. As the name
suggests, Cyber-Physical Systems describe a tight coupling of computational and
physical system components. They react to information acquired through sen-
sors and can directly influence other modules of the system by communicating
through a network [58].

Figure 1.1: The four industrial revolutions [30].

In contrast to the first three industrial revolutions, increased productivity and
resource efficiency should not only be achieved on the shop-floor level (the
productive part of the factory, as opposed to the administrative area) in this new
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industrial era. Instead, a lot of improvement can be accomplished through better
collaboration of brainwork and decision making processes such as factory layout
planning [46]. A related result was proven in a recent survey, where 52% of
the companies stated that investments in planning solutions have high priority.
This is a similar percentage as assigned to other parts of the value chain such as
product development, production and service; thus, making planning solutions
one of the most important aspects of future manufacturing.

Usually many people with possibly different backgrounds are involved in plan-
ning factory layouts. Therefore, a system supporting the planning process must
pay special attention to facilitate collaboration. A general term for technology
supporting collaborative processes is groupware in the research field of Computer
Supported Cooperative Work (CSCW) (see [40] for an overview). Using groupware
for planning can lead to a closer connection of the planning experts in a project
team [2]. Furthermore, such systems should allow simultaneous modeling, i.e.
multiple users working on a layout at the same time without synchronization
conflicts; a feature not supported by most conventional digital modeling tools [2].
Creating a groupware for factory layout planning therefore increases productivity
from two perspectives: planning itself becomes more productive and through
the support of the system the resulting shop-floor might improve as well.

1.2 Factory Layout Planning Today

There are multiple approaches for factory layout planning: e.g., companies can
plan their facilities analogously using true-to-scale 2D or 3D representative objects
which can be placed on a large board or table (see Figure 1.2a), or they can use
Computer-Aided Design (CAD) software to precisely model the production site
digitally and run automated simulations (see Figure 1.2b).

(a) Analog 3D planning. (b) Digital planning in CAD software1.

Figure 1.2: Two currently used approaches for factory layout planning.

1Software used: Autodesk Inventor.
Image taken from http://www.solidsmack.com/wp-content/uploads/2010/07/
autodesk-factory-design-03.jpg. [last accessed 10/08/15]

http://www.solidsmack.com/wp-content/uploads/2010/07/autodesk-factory-design-03.jpg
http://www.solidsmack.com/wp-content/uploads/2010/07/autodesk-factory-design-03.jpg
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The main advantages of analog planning are its simplicity of use and facilitation
of collaboration. For rough prototyping planners can simply cut the representa-
tives of real-world objects (e.g., machines) out of paper, Styrofoam or any other
easily modifiable material and use cord, tape or markers to define pathways or
walls. This straight-forward approach does not require long training phases and
thus allows everyone to participate in the planning process. This is especially
important as numerous stakeholders with different backgrounds (e.g., factory
workers, production managers and architects) need to be consulted for satisfying
results [48]. It is also very easy to communicate ideas since users can simply
point to or touch the objects they are referring to and show alternative ideas by
reordering the tangibles in place. When planning analogously with 3D models
(e.g. using Styrofoam blocks), the physicality of the objects allows planners to
intuitively grasp distance and height estimates. If available, precise 3D-printed
objects can be used to increase the level of detail in 3D models.

However, analog planning also has many disadvantages compared to CAD plan-
ning: accurate cost and time analysis is extremely time consuming because no
automatic simulations can be performed [23]. As pointed out by the participants
of our evaluation (cf. Chapter 5), creating a digital model from an analog one by
hand takes multiple hours even if no detailed objects are used. Therefore, users
cannot quickly evaluate intermediate states with digital tools without interrupt-
ing the whole planning process and rescheduling with all involved stakeholders.
In practice, often only the final state is digitized for further processing and archiv-
ing. Also recreating a state from photos can be cumbersome and imprecise
depending on the complexity of the model. This hinders creativity because the
users might be afraid to test alternative models if this implies erasing a current
satisfying state. Table 1.1 summarizes the main advantages and drawbacks of
purely analog planning and compares them to planning using CAD software
which we discuss in the following.

When planning in the digital domain using CAD software, users can precisely
model every part of a production site and run automated simulations on the
digital representation [23]. Naturally, all intermediate states can be stored and
reloaded if they turn out to be superior to the current one. Furthermore, digital
planning also offers the possibility to send the created models to colleagues,
allowing them to review and improve the proposed layouts.

Analog Planning CAD Planning

Advantages
easy to use for non-experts
facilitates collaboration
direct manipulation

precise
automated simulations
version control

Disadvantages
no simulations
expensive manual digitization
loss of old states

complex for non-experts
requires training
hinders communication

Table 1.1: Analog vs. digital planning using CAD software.
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But again, these advantages come at a certain cost: due to the amount of features
CAD software offers, it is very complex to use for non-experts. Therefore, less
people can be involved in the planning process unless the different stakeholders
undergo specific training before participating. Furthermore, CAD software is not
well suited for collaboration: either participants have to sit in front of different
computers, which hinders communication, or they all work together on a single
machine, such that they effectively have to take turns to present their ideas or
the idea must be described in enough detail that a single person handling the
computer can model it. Additionally, the missing depth perspective on 2D screens
makes it difficult to understand height relations between different machines.

Designing or restructuring shop-floors can be divided in different planning stages:
during rough factory layout planning only the overall arrangements of the differ-
ent machines, supply areas and pathways are determined. The resulting layout is
then refined in more detail during fine planning, where the illumination within
the factory, emergency exits and other fine granular aspects are considered [2].
The choice of the appropriate planning approach depends on the current plan-
ning stage. For example, CAD software focuses on detailed planning but is poor
at representing the information critical at conceptual design [35].

In the remainder of this thesis, we focus on rough factory layout planning. Layout
problems detected during this initial planning phase can be resolved considerably
cheaper than during later planning stages [51]. Therefore, tools supporting users
during this planning stage are especially important.

1.3 Requirements Analysis

As we have seen, both pure analog planning as well as digital planning using
CAD software are far from perfect for creating rough factory layouts. To tar-
get the described problems, a requirements analysis was conducted within the
SmartF-IT2 research project [49], to determine which features a system support-
ing the planning process should provide. Several German manufacturers and
research facilities are part of this large Industrie 4.0 project, thereby connecting
manufacturing know-how with IT-expertise to advance the fourth industrial
revolution. Five male employees from one of the manufacturing companies
(∼800 employees) participated in an unstructured group interview lead by two
SmartF-IT researchers. All participants have several years of experience in plan-
ning factory work floors for the production of domestic cooking appliances, with
both analog and digital tools. To refine the initial findings a semi-structured
interview with one of the planning experts was conducted afterwards. As the
requirements gathered at a single company might not be generalizable to rough
factory layout planning in all manufacturing areas, another interview with an em-
ployee of a different German manufacturer (∼37,500 employees) was conducted.

2SmartF-IT project, sponsored by the German Federal Ministry of Education and Reseach
(BMBF) under project number 01IS13015.
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This interviewee focuses on planning production sites for large valves of agri-
cultural machines, a fairly different domain than domestic cooking appliances.
Based on these three interviews the following requirements were deduced:

R1 Simple Usage
Tools for rough factory layout planning should be very easy to use, even
for non-experts. The time needed to learn how to handle the system should
be as short as possible.

R2 Support Collaboration
The system should support collaborative work in groups, as many different
stakeholders participate in the planning process.

R3 Physical True-to-scale Objects
To increase spatial awareness, the system should allow the modeling of
shop-floors using true-to-scale physical objects. According to all intervie-
wees such physical models also help in discussions with decision-makers,
who were not involved in the whole planning process, as they are simple to
understand and easy to use without prior knowledge.

R4 Support Agile Planning
The system should support agile planning processes, thus, it should not
require long set-up or preparation phases. This especially means that the
tangible representatives should be easily and quickly producible.

R5 Digital Model
The physical model should be backed by a digital model which can be used
as a basis for simulations such as material flow or throughput time. This
digital model should also be customizable with additional information.
Further, it should adapt to changes of the arrangements of objects in the
physical model; no manual effort should be required to synchronize the
two models to ensure a continuous work-flow without interruptions.

R6 Version Control
The system should provide a version control mechanism allowing users to
easily store and compare different drafts.

R7 Speech Input
To minimize the interaction with the system it should be possible to anno-
tate physical objects and planning states via speech input.
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1.4 Research Goals

This thesis investigates how rough factory layout planning can be supported by a
system targeting the described problems of current planning approaches. It aims
to fulfill all the requirements discussed above. Especially, the following main
research goals will be covered:

Conceptual design of a rough factory layout planning system

A concept for a digitally enhanced planning table will be developed. As proposed
by Dong and Kamat [14] the system will bridge the gap between the analog and
digital worlds by combining the advantages of both. Chapter 2 will investigate
which approaches for supporting factory layout planning already exist and to
which extent they fulfill the above requirements. Chapter 3 will then present the
concept of our system tackling the weaknesses of the related approaches. To the
best of our knowledge, DEPlaTa will be the first system using easily producible
arbitrarily shaped tangibles being backed by an automatically synchronized digi-
tal 3D model without time-intensive manual digitalization.

Implementation for the usage in a planning environment

A hardware prototype consisting of a depth camera and one or multiple pro-
jectors will be built, allowing to track the tangibles as well as rendering digital
information back on the table. Special attention will be payed to the development
of an algorithm creating clean 3D models with individual meshes per object
from the noisy real world data. Furthermore, the possibility to interact with the
system using a graphical user interface or speech input will be realized. The
implementation details on all the features will be given in Chapter 4.

Investigation of the planning experts’ interest in the system

A user study with five planning experts will be conducted to investigate the
usefulness of the system in practice and analyze its strengths and weaknesses.
It will be investigated which parts of the system need further refinement in
following development cycles. The method and results of this evaluation will be
presented in Chapter 5. Further research steps, which can be deduced from the
study, will be outlined in Chapter 6.
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Chapter 2
Related Work

This chapter provides an overview of the conceptually related works. Multiple
systems supporting users in factory layout planning or other planning-related
tasks are presented. To impose structure, these systems are ordered by their
general type: purely tangible systems, tangible augmented reality approaches
and finally virtual reality systems. At the end of this chapter, a comparison
between the presented approaches and DEPlaTa is made.

2.1 Tangible Approaches

Tangible User Interfaces (TUIs) were introduced by Fitzmaurice et al. in 1995 [19]
and were initially called Graspable User Interfaces. The idea was to control digital
data by manipulating physical representatives. Two years later, this concept was
renamed to Tangible User Interface by Ishii and Ullmer [26]. The coupling of virtual
objects with physical objects increases spatial awareness, thereby making inter-
action more intuitive [19]. In the last 20 years, researchers addressed planning
problems using TUIs: already the very first paper on this topic [19] proposed a
very simple floor planner. Since then, many tangible planning tools have been
developed; the ones most related to rough factory layout planning are presented
in this section.

2.1.1 BUILD-IT

A system called BUILD-IT supporting the early design process of assembly line
planning and building plants was provided by Rauterberg et al. in 1997 [43].
BUILD-IT consists of two working areas: a table augmented by a top-projection
and a second projection to a wall. On the table, users can interact using a single

9
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tangible in the form of a brick. Machines can be selected from a machine store by
placing the brick on their corresponding projection. After selection, the brick is
linked to the machine such that it can be positioned and rotated by moving the
brick or changing its orientation. All changes to the layout are directly projected
on the table. To fix the layout and remove the coupling of brick and machine, the
user must place his hand above the brick such that it is temporarily hidden from
the camera tracking its shape. A virtual camera object exists which can also be
positioned and oriented using the universal interaction handler. However, the
camera object is not part of the designed plant layout. Instead, a rendering of the
model from the cameras point of view is projected on the wall, thereby allowing a
walk through the virtual factory. Furthermore, layouts can be stored and printed
by placing the brick on corresponding menu entries. Figure 2.1 shows the setup
of the system and interaction with the brick.

Figure 2.1: System setup and interaction on the table in BUILD-IT [43].

An evaluation with managers and engineers from companies producing assembly
lines and plants was conducted. According to the participants, the system was
intuitive and enjoyable to use and facilitates customer involvement. Since no
knowledge of Computer-Aided Design (CAD) programs is required, it is easy to
learn and allows non-experts to participate in the planning process. However,
the system also has many drawbacks: there is only one interaction handler,
therefore only one person can interact at a time and only one hand can be used.
Furthermore, all used machines must be defined in CAD files to be imported
into the machine store beforehand. Thus, it is not possible to quickly add new
components during planning. While interacting with a brick might be more
intuitive than using mouse and keyboard, it is obviously less intuitive than
moving true-to-scale 3D tangibles. Furthermore, the image rendered on the table
is a 2D view, therefore, it is not directly possible to grasp the height relations on
the table.

Our approach, DEPlaTa, also consists of two working areas, namely the planning
table and a regular Graphical User Interface (GUI) offering a 3D view of the
objects on the table. To support agile planning, the system does not depend on
a predefined set of objects but allows users to create new tangibles on the fly.
Furthermore, physical 3D models are used to help planners estimate heights and
support multiple interactions at the same time.
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2.1.2 Urp: Urban Planning and Design

A tangible system for urban planning and design called Urp was developed
by Underkoffler and Ishii in 1999 [55]. It allows arranging multiple predefined
models of buildings on a luminous workbench to plan urban areas. The locations
of the individual tangibles are tracked by analyzing the positions of colored dots
attached to them in a video stream. Users can simulate the shadows cast by the
buildings at any time of the day by setting the time in a special clock tangible.
Furthermore, the reflections cast by buildings can be simulated by tipping a
facade of a building with a special tangible stick. The computed shadows and
solar reflections are then rendered directly on the table. The wind flow (with eight
possible directions) can be simulated to check if areas exist where opening doors
might be extremely hard. Furthermore, distances can be computed by touching
two points with a special tangible, enabling users to check proximity constraints.
Figure 2.2 shows the shadow and solar reflection simulations. On the right image,
we can see a user interacting with the system, here, by touching a side of a model
with a special tangible to define the facade as being made out of glass.

Figure 2.2: Shadows and solar reflections visualized by Urp [55].

The direct interaction in combination with the possibility to run simulations
was appreciated by the architects and urban planners participating in a user
study. They affirmed the usefulness of the system in client presentations and
prototyping. Furthermore, about two hundred non-experts observed the system
or interacted with it. The authors stated that the tangible approach apparently
minimizes the "domain knowledge hurdle" through its simplicity of use, thereby
allowing everyone to participate in the planning process. Still, the main disad-
vantage of the system is that it requires predefined and complex to build objects,
which must be mapped to a 3D model in the system. Users cannot easily create
new models on the fly, thereby hindering the creative planning process. Further-
more, it is not possible to save and load states to continue planning at a later
point in time.
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Analog to the presented system, DEPlaTa also supports planning with true-to-
scale physical 3D models, however, it does not require a mapping to predefined
digital models before starting the planning process. Instead of focusing on
good support for a few simulations, we offer an export functionality in standard
format, thereby allowing planners to run the simulations in an external program
of their choice.

2.1.3 Luminous Table

Three years later, in 2002, an extension to Urp called Luminous Table was presented
by Ishii et al. [24]. It allows to integrate multiple forms of physical and digital
representations used during urban design. 2D drawings, 3D physical models
and different kinds of digital models are overlaid in a single information space.
Two video projectors and cameras located at the ceiling project dynamic digital
simulations on the table and capture optical tags attached to the different repre-
sentations. Apart from the integration of all kinds of media, the Luminous Table
further extends Urp by improving the solar reflections simulation and adding
support for traffic simulations. Furthermore, it can handle a more standard
format of digital models than Urp and allows to save and load the state of the
system. Another difference between the systems is that the Luminous Table uses
a GUI as well as a TUI while Urp supported only tangible interaction. The reason
for this transition is that the Luminous Table should also be used in real world
applications where the table was often too crowded to place the extra tangibles
properly. Figure 2.3 depicts a planning session using the presented system.

Figure 2.3: Combining different kinds of media for urban planning on the Lumi-
nous Table [24].
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A study with eleven students of an urban design class was conducted after
they worked with the system during a semester. While the participants again
appreciated the physicality of the models, they still missed some flexibility, for
example only one-way straight roads could be used. This missing support for
agile planning is a drawback that any system depending only on predefined
models has. Because of the system’s simplicity, the potential to involve non-
experts in the planning process was recognized by the participants. According
to them, the Luminous Table facilitates collaboration because users can simply
point to the physical objects when communicating. In contrast to usual computer
interfaces, it also allows simultaneous work on a layout. However, participants
also stated that the good support of the system regarding some urban planning
problems exaggerated their importance compared to other unaddressed problems.
Some participants even stated that the technology may have distracted from
the actual work. This shows the risks of offering too much functionality. The
Luminous Table theoretically supports automatic synchronization, however, the
tracking algorithm often failed on large amounts of buildings such that users
instead needed to synchronize manually.

The save and load functionality is also essential in rough factory layout plan-
ning because the planning process can last several weeks or months, therefore,
DEPlaTa also supports this feature. Furthermore, we also use a hybrid GUI/TUI
approach, because tasks like entering names are badly realizable using pure
tangible interfaces. The evaluation shows that users require a lot of flexibility
during planning, thus, DEPlaTa allows the use of quickly producible tangibles
during planning. Furthermore, the study showed that offering good support
for some simulations exaggerates their importance or even distracts from the
actual task, therefore, we do not focus on simulations within our system but
simply on offering export functionality which can be used to run simulations in
expert software.

2.1.4 RFID Tangible Design Support System

Hosokawa et al. [22] present a tangible system supporting non-expert users in
designing houses. Pre-built true-to-scale tiles and plates can be placed on a grid to
create a miniature version of the rooms. Here, tiles are used to define the floor
of the room and are made of the material they represent (e.g., wood or carpet).
Plates are simply miniature wall pieces, possibly containing windows or doors of
specific color, shape and material. By selecting and arranging the tiles and plates
on a grid, users can define the layout of rooms, the positions, shapes and colors of
windows and doors, as well as the materials and colors of floor and wall pieces.
Using Radio-Frequency Identification (RFID) tags on the tangibles and a grid of
RFID readers on the planning area, the authors implemented a system which
automatically creates a 3D model of the miniature house. The 3D model is then
rendered on a separate display and users can change the position and direction
of view by moving and rotating a special camera tangible also equipped with a
RFID tag and a six degree-of-freedom sensor. Figure 2.4 shows the planning area,
a set of predefined tiles and plates and a rendering of the created 3D model.
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Figure 2.4: Home design with the RFID Tangible Design Support System [22].

Since the tiles and plates are made of the corresponding real materials, users
can not only see how their house will look, but also feel the different fabrics. By
moving and rotating the camera tangible, it is possible to see how their layout
would look from the perspective of a human walking through the house. Further,
the resulting 3D model can be given to architects to understand the preference
of their customers. In a user study, the participants stated that they enjoyed
the direct manipulation and quickly understood the spatial implications of their
changes. This shows that tangible systems are well-suited for planning systems.

However, the system also has some limitations: through the grid of RFID readers,
only discrete positioning is supported. Furthermore, creating new tangibles is a
lot of work since they must be physically built of the specific material, need to be
modeled in 3D software with the corresponding textures and carry a RFID tag
for the mapping of physical and virtual object. Thus, it is not possible to create
new objects while planning. As only a limited amount of tangibles was offered
to the participants of the study (e.g., only four different doors), they perceived
the flexibility of the system as very limited. We deduce that RFID technology is
a bad choice for rough factory layout planning, because the goal of versatility
cannot be achieved if only predefined objects can be placed on a grid.

2.1.5 TinkerTable

Zufferey et al. [59] present a TUI for apprentices in logistics to increase their un-
derstanding of planning processes. In order to progressively acquire abstraction
skills, two complementary interaction modalities are offered by the system called
TinkerTable: a true-to-scale model with pre-built shelves defining a warehouse
layout and paper-based forms called TinkerSheets to visualize data or control
parameters used in simulations. Both are tagged with fiducial markers and
can therefore be tracked and augmented by the TinkerTable as it has a camera
and projector mounted above it. The simulation parameters are specified by
placing tiny black disks on the TinkerSheets which are detected by computer
vision algorithms.
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Figure 2.5: A TUI supporting apprentices in logistics called TinkerTable [59].

Using the system, apprentices can build warehouses by arranging the pre-built
shelves on the table. Using the TinkerSheets, it is possible to run different kinds
of simulations, for example determining the amount of accessible boxes in the
shelves by specifying the type of the forklift and computing the efficiency of the
layout. Apart from specifying parameters and starting simulations, TinkerSheets
also hold additional information, such as the results of the simulations (e.g.,
visualized as graphs). Previously created layouts can be saved and reloaded
using a dedicated TinkerSheet. Figure 2.5 shows apprentices during planning
and a layout during simulation in which tiny forklifts are projected on the table.
At the bottom left corner of the right image, we can see a TinkerSheet on which a
parameter is specified through the black disk.

The system was evaluated in the classes of four teachers at two different schools.
Multiple individual studies were conducted, specifically designed for partici-
pants in different stages of their apprenticeship. One task focused on defining
a warehouse layout with the objective of maximizing the amount of accessible
boxes by different types of forklifts. Another task was supposed to help appren-
tices understand the impact of a warehouse layout on work efficiency and teach
them terms such as raw surface, raw storage surface and net storage surface. They
could design a layout by placing the shelves on the table, see the computed net
storage area and run a simulation on work efficiency. Generally, the evaluation
shows that the tangible approach is well-suited for collaborative planning tasks
as it made complex concepts easily understandable. This is important for rough
factory layout planning as decision makers not directly involved in planning
also need to understand planning states. Furthermore, the system seemed to
facilitate collaboration as team members got quickly involved in discussions
and apprentices were able to explain concepts to others. The physicality of the
shelves helped apprentices understand the spatial relationships of a warehouse.
While the TinkerTable seemed well suited for educational purposes and shows
the possibilities that a similar system would allow for factory layout planning, it
is not well-suited for that task by itself as it only offers a single size of tangibles,
namely shelves.



16 Chapter 2. Related Work

2.1.6 Siemens IntuPlan

Siemens presents a tangible system called IntuPlan [44] (Intuitive Layout Plan-
ning), allowing users to place true-to-scale models of production and logistics
components on a table. These models need to be available in advance, for ex-
ample as 3D printed objects. Users then arrange the individual objects to create
layouts optimizing e.g., the material flow. When a satisfying layout is found, it
can be stored by taking a photo of it. By analyzing the positions of tiny markers
attached to the topsides of the objects, a program developed by Siemens creates
a virtual 3D model from the photographed scene. This 3D model can then be
used for comparison with alternatives and for further processing such as running
simulations. Until 2012, 15 factories around the world were designed using
IntuPlan. The left image of Figure 2.6 visualizes how users plan production sites
by simply moving the tangibles on the table. The right image shows a person
taking a photo of the scene to be digitized and a 3D model created by the software
projected on the wall behind him.

Figure 2.6: Planning production sites with Siemens IntuPlan [44].

Through the true-to-scale models and direct manipulation of the objects on the
table, this approach is very simple to use, allows everyone to participate and
facilitates collaboration. Using 3D printed objects generally is a good idea, as
they increase the level of detail on the table, thus, we also want to offer users this
possibility. However, as stated in the derived requirements, there should also
be support for quickly created new components on the fly to facilitate creativity
which is not possible with IntuPlan. Furthermore, the digital 3D model is only
created when the user takes a photo, therefore, it does not adapt to changes in
the real world automatically.
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2.2 Tangible Augmented Reality

The concept of Tangible Augmented Reality was introduced by Billinghurst
et al. [5]. It combines tangible approaches as described in the previous section
with the concept of Augmented Reality (AR) where virtual objects are super-
imposed over real-world objects, typically viewed through hand-held or head-
mounted displays. Thus, the advantages of TUIs, namely direct and intuitive
manipulation are fused with those of Augmented Reality, specifically providing
a spatially seamless display.

2.2.1 VOMAR

Billinghurst et al. [4] present four Tangible Augmented Reality prototypes, one
of them being a virtual scene assembly application called VOMAR. Users wear-
ing head-mounted displays see available objects superimposed on a real book.
Using a cardboard paddle, they can pick up virtual objects by placing the paddle
nearby. In order to arrange the object on the workspace defined by a large sheet
of paper, users simply tilt the paddle such that the object slides off. The object
can then be moved by pushing it with the paddle. Furthermore, it is possible to
delete an object from the paddle by shaking it and from the workspace by hitting
it. Technically, this is realized using computer vision algorithms and tracking
the positions of the paddle, book and workspace through attached markers. In
the background, all interactions are mapped to a simple CAD program. Fig-
ure 2.7 shows the overlaid book and workspace during selection of an object and
placement in a room.

Figure 2.7: A tangible AR virtual scene assembly prototype called VOMAR [4].

The system visualizes objects in the same quality as CAD software but allows
easier handling than such programs. Nevertheless, only predefined objects can
be used as they must be first designed in a CAD program and added to the
book, thus, it is not possible to define new objects during planning the way it is
possible in DEPlaTa. Furthermore, the paddle as a universal interaction handler
is an indirection compared to the direct manipulating of physical objects used
in our approach and therefore less intuitive. Last, we do not want to require
users to wear head-mounted displays during planning because they can hinder
collaboration in shared environments [34].
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2.2.2 AR Planner

Wang [56] presents another Augmented Reality system with a tangible interface
called AR Planner, supporting users in planning construction worksites. Every
user wears a head-mounted display and uses a paddle for tangible interaction
with virtual objects. Analog to the previous approach, a set of predefined virtual
3D models exists from which the user can select different objects (see Figure 2.8
left). The interaction space is defined by a large sheet of paper filled with numer-
ous fiducial markers (see Figure 2.8 right). When wearing the head-mounted
display, this interaction space is overlaid with a rendering of the planned con-
struction site. The user can select, place and manipulate the elements using a
paddle as it was done in the previous work. However, the system offers more
features than VOMAR such as validating planning results to improve the quality
of the resulting plans. For example, collision detection was implemented even for
moving elements such as trucks. Furthermore, adjacency constraints and safety
margins can be defined, rendered as bounding boxes and evaluated at runtime.
Apart from this, different simulations can be run such as throughput estima-
tion, material flow or manpower requirements. Users can export the designed
layout to Virtual Reality Modeling Language (VRML) format and re-open it in
3D-realtime rendering systems, external simulation programs or CAD software.

Figure 2.8: A tangible AR system for construction site planning called AR Plan-
ner [56].

While the paddle interaction might be easier to use than a real CAD program, it
still misses the direct interaction that systems with real tangibles such as DEPlaTa
can offer. Furthermore, the authors point out how problematic the paddle can
be in crowded scenes, where it is hard to select a single object. Through the
export functionality to standardized format, the created model can be used in
further planning steps, a feature also supported by our system. As all previously
presented systems, AR Planner also misses the main contribution of our planning
system, namely the possibility to quickly create new objects instead of relying on a
predefined set of elements. As with the previous system, we do not want to force
our users to wear head-mounted displays as they can hinder collaboration [34].
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In our opinion, the main advantage of tangible AR systems, namely the high
quality of the visualization, is less important in rough layout planning than dur-
ing fine planning. Since the approach has many drawbacks compared to purely
tangible approaches as stated above, a system using head-mounted displays with-
out physical tangibles is an unsuitable choice for rough factory layout planning.
However, augmenting reality by projecting information on tangibles as done
by Dalsgaard and Halskov [12], which can be seen as a less immersive form of
Tangible AR, seems like an appropriate approach for rough factory layout plan-
ning. In their work, the tangibles could not only be textured on their top-side, but
also from the different sides, a feature which could in theory be used to enhance
the level of detail of the physical representatives (cf. Figure 2.9). However, the
side augmentation is probably unfeasible in crowded scenes. Furthermore, they
only supported projections on some predefined shapes, making it impractical for
rough factory layout planning.

Figure 2.9: Projections on tangibles to achieve a higher level of detail [12].

2.3 Virtual Reality Approaches

Apart from purely tangible systems where users plan in the physical world and
tangible AR systems where virtual objects are overlaid over real world elements,
there is also the possibility to plan completely in the virtual world. While CAD
software also allows planning in a virtual world, a better perspective and under-
standing of the created scenes can be achieved through fully immersive modeling
environments [23]. The concept of applying Virtual Reality (VR) technology to
manufacturing processes, called virtual manufacturing, was already introduced
in 1995 [35]. Mujber et al. [37] state that through virtual manufacturing planning
failures can be detected earlier which leads to a cost and time reduction. Further-
more, users can interact and change the environment at runtime and validate
plans by simulation. This improves the users’ understanding of the created
layouts. The authors also argue that unskilled users can participate more easily
in the planning process compared to design using CAD software as they are
mapped inside the manufacturing site and can therefore immediately grasp the
implications of their changes. Figure 2.10 shows a user wearing a head-mounted
display and a virtual factory environment.
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Figure 2.10: An immersive VR environment and a virtual factory used in virtual
manufacturing [37].

Despite these advantages, VR systems only work if digital models of all shop-floor
items are available since they need to be rendered. Through small time delays
between the actual head movements of users and the detection and updating
of the rendering in head-mounted displays, many users experience simulator
sickness when using VR systems [32]. Furthermore, we argue that not seeing
the other planners hinders communication in such a highly collaborative task as
factory layout design. Taken together these drawbacks with the non-neglectable
costs of VR systems, we think that tangible approaches are the better choice for
our purpose.

2.4 Comparison to Our Approach

Table 2.1 compares the presented related planning systems with our approach
which will be presented in detail in Chapter 3. It also summarizes the advantages
and drawbacks of the individual approaches. The digital model was synchro-
nized with the current planning states in all systems except Siemens IntuPlan [44],
where users needed to take a photo to be analyzed by the software first. As we
track the individual objects, DEPlaTa’s planning state will always be backed by
a synchronized digital model. The RFID Tangible Support System [22] did not
allow continuous positioning because tracking was realized by a RFID grid on
which tagged objects were placed. Being able to continuously position and rotate
shop-floor elements is a crucial aspect of rough factory layout planning, therefore,
we allow users to place the tangibles anywhere they prefer and track them using
image-based methods (with a camera having sufficiently high resolution). In
contrast to BUILD-IT [43], VOMAR [4] and AR Planner [56], DEPlaTa offers direct
interaction with the tangibles without intermediate handlers like a paddle. Fur-
thermore, our approach allows users to export layouts in a standardized format,
enabling them to run simulations in external software and use the created model
during fine planning. While many of the presented systems used a 3D renderer
in the background and allowed such exports, the early systems Urp [55] and the
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Luminous Table [24] did not offer this possibility. BUILD-IT [43], the Luminous
Table [24] and the TinkerTable [59] have save and load functionality, however,
their implementations differ: in BUILD-IT [43], the manufacturing system was
defined by rearranging projections on a table, therefore, a simple load restored the
whole planning state. In contrast, reloading a state with the Luminous Table [24]
or the TinkerTable [59] only restored the state of the program, but offered no
support to rebuild the physical model. DEPlaTa assists users in rebuilding stored
states by projecting the positions of the tangibles on the table. Last and most
important, none of the presented planning systems supported agile planning
where users can quickly produce and use new tangibles. Instead, they relied on
pre-built physical and digital models which were simply rearranged. In contrast,
DEPlaTa allows users to create and place arbitrarily shaped objects on the table
and automatically creates a digital 3D model, thus, supporting agile planning.

BUIL
D-IT

[43
] ’97

Urp
[55

] ’99

Lum
in

ous Ta
ble

[24
] ’02

RFID
TSS

[22
] ’08

Tin
ker

Ta
ble

[59
] ’09

In
tu

Plan
[44

] ’12

VOM
AR

[4]
’08

AR
Plan

ner
[56
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Automatic Synchronization 3 3 ∗ 3 3 7 3 3 3

Continuous Positioning 3 3 3 7 3 3 3 3 3

Direct Manipulation 7 3 3 3 3 3 7 7 3

Export to Standard Format 3 7 7 3 7 3 ∗∗ 3 3

Restoring Old States 3 7 (3) 7 (3) 7 7 ? 3

Using non-predefined Objects 7 7 7 7 7 7 7 7 3

∗ = yes, but it did not work in bad lighting conditions
∗∗ = not stated explicitly, but should be possible
(3) = reloading digital state, but no support for rebuilding physical state
? = not stated in the paper

Table 2.1: Comparison of the presented planning systems to our approach.
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Chapter 3
System Overview

3.1 General Idea

This chapter gives an overview of DEPlaTa, the Digitally Enhanced Planning
Table for rough factory layouts, which aims to fulfill the requirements gathered
in the requirements analysis (cf. Section 1.3) by combining features of related
planning systems (cf. Section 2.4) with new functionalities. The main idea of
the system is to provide a seamless integration [25] of digital concepts into
analog rough factory layout planning. Thus, the advantages of analog and
digital planning as presented in Section 1.2 are combined without assimilating
their drawbacks.

Traditional tables are well-suited as workspaces for many collaborative tasks
such as planning, scheduling, design and layout [54]. Therefore, DEPlaTa sup-
ports analog planning with physical true-to-scale models on a large table. To
integrate the advantages of digital planning into this analog tabletop planning
approach, every physical object is backed by a digital counterpart. In contrast
to the presented related works, no digital objects need to be modeled before
the planning process; instead, they are automatically generated byDEPlaTa: the
tangibles are 3D-scanned at runtime without notable additional effort for the
users. Every translation and rotation of the physical objects is then mapped to the
digital representative such that the analog and digital models are always synchro-
nized. Such a Tangible User Interface (TUI) allows parallel input, leverages our
well-developed skills for physical object manipulations and facilitates interaction
through directness and multi-person collaborative use [19]. In contrast to CAD
software which requires long training phases [18], all stakeholders can participate
in the planning process independent of their computer literacy.

23
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3.2 System Components and Features

This section discusses the concept of DEPlaTa in more detail by presenting the
components and features of the system and arguing to which extent they fulfill
the gathered requirements R1-R7 (cf. Section 1.3). We start by describing the
set-up of the system and the analog planning process. Then the digital extensions
and the possibilities to interact with DEPlaTa are presented.

3.2.1 Set-up

For designing a plant layout, the people involved in a planning session stand
around a large table on which they arrange tangibles representing parts of the
factory’s interior. A depth-camera located at the ceiling is used to create a digital
3D model of the planning state. Depending on the properties of the room, a
regular computer screen or a projection on a wall displays a Graphical User
Interface (GUI), allowing users to see a rendering of the created 3D model and
offering possibilities to enhance it with additional information. Furthermore,
the table area and the tangibles on the table can be augmented with digital
information by a top-mounted projector. Figure 3.1 depicts the tangible tabletop
environment which builds the basis for good collaboration as demanded by
requirement R2.

Figure 3.1: The setup of the system.
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3.2.2 Tangibles

The tangibles on the table should be true-to-scale 3D objects as they increase
spatial awareness (R3). To support agile planning (R4), where new objects need
to be created on the fly, the physical representatives of machines, shelves or
workbenches ought to be quickly producible. While DEPlaTa can theoretically
deal with any solid material, we used Styrofoam for our experiments because it
is cheap and easily manipulable with a hot-wire cutter or a knife (see Figure 3.2a).
Furthermore, the system does not require digital 3D models corresponding to the
physically cut objects which reduces the time needed for set-up and preparation
phases (R4). Another advantage of Styrofoam is that its white surface offers a
good contrast when projecting on the tangibles. The tangibles allow multiple
users to modify the arrangement at the same time, thereby supporting collabora-
tive group work (R2). Due to the simplicity of creating and arranging physical
models, even users who are not familiar with DEPlaTa can participate in the
planning process, thus, fulfilling requirement R1.

3.2.3 Tape

Apart from Styrofoam which is used for the objects within a plant, users can
also define the overall layout (e.g., walls, pillars, doors) and paths throughout
the factory. All they need to do is to place adhesive tape (see Figure 3.2b) at the
specific positions on the table, which is extremely simple (R1) and can be done by
multiple users in parallel (R2). Different colors can be used for different purposes,
for example blue for the layout of the building and red, green and yellow for
different types of paths depending on the vehicles that can use them. Since the
tape is adhesive, it does not accidentally shift when rearranging the tangibles.
Nevertheless, it can be rapidly placed and removed and is very cheap.

(a) Styrofoam for the tangibles. (b) Tape for the building’s layout and paths.

Figure 3.2: Styrofoam and tape can be used to define machines, workbenches,
pathways or material flow.
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3.2.4 Digital Model

As previously stated, the physical model is backed by an automatically created
digital model which can be used as a basis for further planning steps, e.g., simu-
lations such as material flow or throughput time (R5). The digital model reflects
all parts of the analog model, namely the tape and the tangibles. It is automati-
cally created in the background from the data acquired by the camera. The only
additional step compared to purely analog planning is that users have to stick
optical markers encoding IDs on the tangibles for technical reasons (cf. Figure 3.3).
However, since these markers can be pre-printed on adhesive paper, the addi-
tional effort of attaching them is negligible. As we also print the ID next to the
markers in human readable form, the attachment of markers also enables users
to reference objects by their IDs in discussions. After attaching the markers, no
user interaction is required for the recognition process since it runs completely in
the background to ensure a continuous work flow (R5). The objects are scanned
once when they are initially placed. Afterwards, when a user moves a tangible,
the movement and rotation of its marker is detected and used to apply the same
transformation to its digital counterpart. Thus, the digital model is automatically
synchronized with the physical model (R5).

Figure 3.3: Physical planning with DEPlaTa.

Cutting Styrofoam precisely can be difficult and should not be required for rough
factory layout planning. As an example, edges are often cut more crookedly
than intended and objects that are supposed to be cuboids usually do not have
perfectly parallel sides. However, these errors should not be reflected in the
digital model. Therefore, DEPlaTa offers a mechanism to automatically correct
the digital shape accordingly such that the digital model is cleaned up. The
recognition process with all underlying algorithms is described in detail in Sec-
tion 4.2. It is robust to user interaction during the scanning process, for example,
it can deal with translations and rotations before the model is built completely or
notices when a tangible is still held in a user’s hand.
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3.2.5 Digital Enhancement

To add meaning to the created digital model, it can be enhanced by assigning
names and annotations to the whole model or to individual parts of it (R5).
For example, the name of the model might simply state the hall that is being
reorganized while the description might contain the advantages and drawbacks
of that layout or the persons involved in the planning process.

However, using only names and annotations is not practical when multiple
instances of the same machine exist within a factory because the user would have
to enter the information for each instance separately which is time-consuming.
We therefore offer a layered approach, where conceptual ideas are detached
from the actual representations. Apart from the created 3D objects, an abstract
concept layer representing all characteristics which are not directly defined by
the physical shape is introduced. A concept can either be a single property of
the represented real-world object or a prototype defining complete elements of
the shop-floor. For example, a property could be the energy consumption of
a machine or the groups of people that are allowed to use it. Thus, properties
can exist in parameterized form (water-consumption and the specific amount)
or in unparameterized form (master craftsman). To help users find a specific
property within a possibly large set, DEPlaTa supports grouping. As an example,
the different forms of energy consumption (e.g., water or electricity) could be
grouped to impose structure. A prototype is now simply a named collection of
property instances (e.g., a "100t press" which can be used by "master craftsmen"
and "team leaders"). Both, individual properties or prototypes can be attached to
the digital representatives to add meaning to the objects.

Once created, concepts are permanently stored and can be reused over multiple
planning sessions. Existing prototypes and properties can then be assigned to
objects with a single markup step. The same prototype can be attached to multiple
representatives and thereby mark them as being of the same type. However,
machines of the same type might not be completely equivalent. Therefore, it
is possible to further specify this object by adding and deleting properties or
adapting the values of parameterized properties after a prototype was assigned
to an object.

3.2.6 Version Control

During planning, many possible layouts are created, digitally enhanced and
examined. When planning purely analogously, the old planning state is lost
whenever the users rearrange the tangibles. Due to the amount of considered
layouts, it is not unlikely that an intermediate state turns out to be the best.
However, the possibilities to store states in purely analog planning are very
limited: users can take a photo or manually create a digital model. In the former,
it is difficult to exactly recreate a state while the latter can be very time consuming.
To ensure a continuous work flow, planners might therefore choose to digitize
only the final state of the planning process such that it can be used for simulations
(e.g., material flow or throughput time) and for fine layout planning.
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Since DEPlaTa automatically creates a 3D model, it can support the planning
process by offering store and load functionality (R6). Users can save intermediate
states at any time and continue planning later on. To satisfy the aforementioned
need for a digital model that can be used for simulations and for fine layout
planning, DEPlaTa also offers an export functionality to a standard format. We
decided to use the Wavefront .obj format as it can be read by almost any 3D
application. Apart from manually storing a layout, DEPlaTa also automatically
saves planning states in the background. Otherwise, layouts could be lost because
users forget to store them or because at the time of planning, a layout did not
look promising. Instead of trying to recreate the lost state from memory, users
can then simply reload it. Figure 3.4 shows a physical layout and its exported
model visualized in external 3D software.

(a) Physical model. (b) Exported digital model.

Figure 3.4: An analog model on the table and the created digital model opened
in MeshLab [10].

When importing, the old digital state of the system is immediately recreated and
the digital model is rendered in the GUI. In contrast to the related works which
also use true-to-scale physical models, DEPlaTa helps users rebuilding those
physical states. This is achieved by projecting the 2D shapes of the objects and the
locations of colored tape at the correct positions on the table (cf. Figure 3.5). All
there is left to do for the users is to place the tape and objects on those rendered
positions. When an object is placed correctly, its 2D rendering is switched off to
help the user find the correct spot. This feature can also be used to compare an
old state to the current physically planned state (R6): by reloading the old state,
it is rendered on top of the current layout, thereby visualizing the differences.
Since the layouts are stored in standard format, they can also be compared in
more detail in external 3D software where simulations can be run to quantify the
quality of the layouts. Furthermore, the export and import functionality can be
used to continue planning at completely different locations: for example, a user
can store the state at location A and send the exported files via email to location
B, where users either create the tangibles by cutting them out of Styrofoam or
by using a 3D-printer to directly print the sent files. The only thing that remains
to be done is placing the created objects on their projection at location B and
continue designing the plant there.
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(a) Physical model. (b) Projection for rebuilding.

Figure 3.5: A physical model and a projection helping users to rebuild the state.

3.2.7 Graphical User Interface

Figure 3.6 shows DEPlaTa’s Graphical User Interface with overlays for the dif-
ferent sections. A larger version of the image can be found in Appendix A. The
middle area shows a rendering of the created digital 3D model while the right
area shows the individual components of the model in a list-view and offers the
possibility to digitally enhance them (cf. Section 3.2.4). The tape is rendered in the
tracked color by default, however, the user can change the displayed color at any
time. Since tape can also be used for the outline of the building, users can define
the height of areas covered by tape and thereby create walls in the digital model.
All individual objects have the ID encoded by their markers rendered on top
of them to help users with the mapping between the analog and digital model.
Each object has a random color assigned to it which is used for rendering and
shown in the list-view, thus, reinforcing this mapping. The list-view is divided
into the model itself with name and description, a section for the objects and a
section for the tape. In the object section, users can edit the names, descriptions,
properties and prototypes of the objects. The tape section allows to define the
displayed color and height. Already the small artificial example of Figure 3.6
uses a lot of the available space in the list-view. To make the GUI practical even
for large layouts, all parts of the list-view can be expanded and collapsed to show
only the necessary information for the users. Since it might be hard to a find an
object in a long list, it is also possible to expand and select an object by simply
clicking on the digital representative in the rendering.

The lower left area of the GUI allows to create, edit and delete properties and
prototypes as explained in Section 3.2.5. The properties can be encapsulated in
groups which can again be expanded and collapsed to impose structure. When
creating a prototype, the user can enter a name, select a color and the set of prop-
erties. Furthermore, values can be assigned to the parameterized properties (e.g.
water-consumption gets the value "30 l/min"). To assign prototypes and proper-
ties to individual objects, users can simply drag them from their corresponding
list and drop them on the respective object in the list-view. Alternatively, they
can edit an object in the list-view by clicking on a button and select a prototype or
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Figure 3.6: DEPlaTa’s Graphical User Interface with overlays for the different
sections.

property from a drop-down menu. In this editing mode for individual objects, it
is also possible to specialize an object with an attached prototype by adapting the
selection of properties and their assigned values. When a prototype is assigned to
an object, its digital model is rendered in the color of that prototype. Thus, users
can immediately see when multiple objects represent the same type of machine.

Apart from using the GUI to add meaning to objects, users can also use voice
commands (cf. Section 3.2.8). The menu bar at the top of the window allows
users to enable and disable the speech recognition and input frequently used
words to increase the recognition quality. Furthermore, the menu offers func-
tionality to start and pause the object recognition process, manually export and
import digital planning states and define where models should be automatically
stored to and the time interval at which the storing process should be triggered
(cf. Section 3.2.6).

3.2.8 Speech Input

The whole process of creating and synchronizing the digital model is performed
in the background. As we want to reduce interactions with the GUI to a minimum,
users also have the possibility to enhance the digital model via speech input (R7).
Names and annotations can be assigned to the whole model or individual parts
of it. Furthermore, properties and prototypes can be added to the individual
representatives. To specify the object being enhanced, users can simply state the
ID which is printed next to the marker.
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A custom grammar that is dynamically updated is used to improve the recog-
nition quality and offers a lot of flexibility. Instead of allowing only a single
sentence structure to perform a task, multiple variations are allowed. For exam-
ple, users can say "annotate", "comment", "note", "remark" or many other options
to add an annotation to an object (which they might call "block", "object", "device"
or "machine"). At the same time, the grammar limits the recognized statements
to those containing objects being physically on the table and to prototypes that
are actually stored in the database. For assigning labels and descriptions to
individual objects or the whole model, arbitrary inputs are allowed since we
use a dictation grammar. However, some domain-specific words are wrongly
recognized when dictating text for names or annotations. Therefore, the GUI
offers the possibility to insert words which are added to the custom grammar
and thereby increase the recognition quality.
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Chapter 4
Implementation

This chapter shows how DEPlaTa was implemented. The software is divided into
two individual components (cf. Figure 4.1). The model recognition component is
responsible for creating and updating a digital model from the physical planning
state on the table. To recognize the Styrofoam objects and the colored adhesive
tape, shapes must be extracted, noise in the acquired data needs to be reduced, 3D
meshes must be generated and changes to the physical model must be detected
and reflected in the digital model. Since these tasks should be solved in a very
performant matter, we decided to implement the model creation process in C++.
The model interaction component then uses the created digital model and renders
it in the GUI where users can also enhance it digitally as described in the previous
chapter. Furthermore, the speech recognition, version control and renderings for
the projector are part of this component. We chose to implement this component
in C# using Windows Presentation Foundation (WPF) because it offers great
support for creating GUIs. The communication between the two modules is
realized by a socket connection.

Model Recognition

 Object & Tape Recognition

 Extract Shape

 Reduce Noise

 Generate Mesh

 Recognize Changes

Model Interaction

 GUI

 Renderings of Model

 Annotate Model

 Speech Recognition

 Save and Load

Figure 4.1: System components3.
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The remainder of this chapter consists of three parts: first, the created hardware
prototype is shown. Then the algorithm used for object and tape recognition is
presented and finally the implementation of the model interaction component
is explained.

4.1 Hardware Prototype

A hardware prototype consisting of a large standing table and a computer monitor
with mouse and keyboard was built. Above the table a truss carrying a Microsoft
Kinect v2 and two projectors is attached to the ceiling (cf. Figure 4.2a). The
low-cost Kinect v2 is used because it offers color (RGB) data for the colored tape
recognition, depth data for object recognition and a microphone array for speech
recognition (cf. Figure 4.2b). The depth data is acquired by emitting infrared (IR)
light and measuring the time it takes until it is reflected by a surface and received
by an IR sensor inside the Kinect. Since the distance between the projectors and
the table surface is relatively small (143 cm), we used short-throw projectors. We
do not require a high resolution for our setting, therefore, we chose the cheap
Acer S1283e. The Kinect can track an area of 200 cm by 80 cm at this distance. Due
to this length, two projectors are required to cover the whole space. Additionally,
a table and a modern computer with a screen, mouse and keyboard are required.

(a) System setup. (b) Microsoft Kinect v24.

Figure 4.2: DEPlaTa’s apparatus and the Kinect v2 sensor.

3Logos taken from:
https://cmsresources.windowsphone.com/devcenter/common/resources/
images/games/tech/CPlusPlus.png
https://cmsresources.windowsphone.com/devcenter/common/resources/
images/games/tech/csharp.png [both last accessed 06/09/15].

4Image taken from:
http://image.slidesharecdn.com/kinectv2introductionandtutorial-
141114042655-conversion-gate01/95/kinect-v2-introduction-and-tutorial-
6-638.jpg%3Fcb%3D1415940331 [last accessed 06/09/15].

https://cmsresources.windowsphone.com/devcenter/common/resources/images/games/tech/CPlusPlus.png
https://cmsresources.windowsphone.com/devcenter/common/resources/images/games/tech/CPlusPlus.png
https://cmsresources.windowsphone.com/devcenter/common/resources/images/games/tech/csharp.png
https://cmsresources.windowsphone.com/devcenter/common/resources/images/games/tech/csharp.png
http://image.slidesharecdn.com/kinectv2introductionandtutorial-141114042655-conversion-gate01/95/kinect-v2-introduction-and-tutorial-6-638.jpg%3Fcb%3D1415940331
http://image.slidesharecdn.com/kinectv2introductionandtutorial-141114042655-conversion-gate01/95/kinect-v2-introduction-and-tutorial-6-638.jpg%3Fcb%3D1415940331
http://image.slidesharecdn.com/kinectv2introductionandtutorial-141114042655-conversion-gate01/95/kinect-v2-introduction-and-tutorial-6-638.jpg%3Fcb%3D1415940331
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4.2 Model Recognition

This section explains how a physical planning state is digitized. First, we describe
how objects are recognized from the Kinect’s depth data and then we show the
process of recognizing colored tape from the RGB stream.

4.2.1 Object Recognition

Figure 4.3 gives an overview on the object recognition process. Whenever an
object with a new marker is placed on the table, the process starts by acquiring
the heightmap of the KinectFusion [27] algorithm as it is more consistent than
the raw depth data of the sensor. Since an individual 2.5D (2D shape and height
information) model per object is required, we need to separate the objects. This is
done by first removing all points at table height and then using image processing
and computer vision algorithms to extract the individual shapes. Afterwards,
noise in the detected shape is reduced and the height of the object is computed.
Finally, a mesh is created from the shape and height information. In the end of the
section, we show how the algorithm deals with noise and users interacting with
the tangibles while the model is initially created and describe how the created
model adapts to changes in the physical world.

KinectFusion    

Depth Data

Visually Separated 

Objects

Image of Objects  

Depth Points

Noise-reduced 

Image

Extracted Contours Shape & Height Mesh

New Marker

Project to 2D

Morphological 

Closing & 

Opening

Border Following & 

Contour Simplification

Compute Height Ear Clipping

Marker Detection

Cut Off Floor

Figure 4.3: Overview of the object recognition process.
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4.2.1.1 Marker Detection

Each object is tagged with an optical marker which can easily be detected from
the camera’s color stream. There are multiple reasons for the markers: first, each
object only needs to be scanned once, since we store each digital model together
with its marker during the creation and later simply map all translations and
rotations of the marker to the digital object. This saves computation time and
thereby makes the system more responsive. Second, a newly detected marker
implies that a previously unseen object is placed on the table, thus, we know
when the scanning process needs to be triggered. Last, markers allow to easily
get separated digital models even if two objects are placed directly next to each
other. If we created a new digital model all the time, distinguishing a single
large object from several small ones in the heightmap would be very difficult. By
requiring users to initially place each object on its own, we get separated digital
models even if they are moved next to each other afterwards.

We use fiducial markers instead of commonly known Quick Response (QR) codes
(cf. Figure 4.4), because they are better suited for our approach: QR codes focus
on encoding a lot of data, whereas the goal of fiducial markers is to be easily
recognizable [17]. The drawback of fiducial markers is that they encode only
little data, however, a simple number is sufficient for our identification purpose.

(a) QR Code. (b) Fiducial Marker.

Figure 4.4: A QR code in comparison to a Chilitag fiducial marker [6].

We decided to use the Chilitags 2 library [6] for multiple reasons: in contrast
to most libraries, it returns not only the position, but also the orientation of
the markers which we need to recognize rotations of the objects. Furthermore,
tags can be recognized even if they cover only 20 pixels on the image [6], thus,
allowing the use of relatively small markers at the distance between the Kinect
and the table. The library was developed for a setup where a camera records a
table which is augmented by projections [7], therefore, the marker detection is
robust to rapidly changing illumination. In this setting, Chilitags 2 also proved
to be very precise, efficient and reliable over a longer period of time which suits
our scenario well. An image showing the Kinect’s whole field of view with the
detected markers overlayed can be seen in Figure 4.5.

To reduce CPU usage, markers are analyzed every 50 ms, which is frequent
enough to let the system feel interactive. By comparing the newly detected mark-
ers with the lastly analyzed markers, the system checks whether any markers
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Figure 4.5: Marker detection using the Chilitags 2 library [6].

were added or removed or if any marker was moved by more than 3 pixels. The
model is only adapted if one of these conditions is fulfilled. Since the Kinect’s
RGB camera automatically chooses its exposure and tends to overexpose images,
the fiducial markers often look like black squares with white interior. We therefore
put darkening foil in front of the camera which prevents such overexposures.

The fewer pixels on the image are covered by a marker, the more often markers
remain undetected. Those temporarily failed recognitions result in flickering
in the created model because every time the marker is removed, the digital
model of the corresponding object is also removed. With a fixed camera, only
two approaches exist to prevent these flickering effects: the marker size can be
increased or the markers can be cached. Bigger markers can be problematic since
they define the minimal required object size. Caching the markers, i.e. removing
them only if they are not detected for several successive frames, leads to a delay
until we recognize that an object was actually removed. Using 3.25 by 3.25 cm
sized markers and caching for 9 frames turned out to be good compromise
between the two for our setting.

4.2.1.2 KinectFusion Depth Data

When a new marker is detected, we know that a previously unseen object was
placed on the table. To create a 3D model of the object, depth data is required.
However, the raw depth map returned by the Kinect sensor usually has many
holes at locations where it was unable to measure depth. There are several
approaches to solve this problem: Piumsomboon et al. [42] use OpenCV’s5

inpainting method which guesses the missing points from the correctly captured
data in the neighborhoods of the holes (spatial smoothing). Wilson [57] also uses
spatial smoothing, however, he also integrates over time to fill up holes with

5www.opencv.org [last accessed 05/09/15].

www.opencv.org
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correctly captured data from the past (temporal smoothing). In contrast to spatial
smoothing, temporal smoothing does not guess missing values and is therefore
unbiased. However, the integration over time introduces a delay until changes
are recognized. Since small delays of a couple of frames are irrelevant for our
scenario, we use a temporal smoothing approach. Specifically, we decided to
use KinectFusion [27, 28, 38] since it was specifically designed for the Kinect
sensor and returns a more consistent and less noisy depth measurement than the
live data.

Even though KinectFusion was made for fusing frames from different perspec-
tives, the integration over time without moving the sensor also yields a higher
quality depth map than the raw data. Since the algorithm is also stable in different
indoor lighting conditions and can deal with changing dynamic scenes, it can also
be used in our setting where we encounter lots of user interaction and lighting
changes through the projections. Thus, we want to use the depth data created by
KinectFusion instead of the raw depth data for our tracking algorithm. Since the
algorithm runs in real time and runs on the Graphics Processing Unit (GPU), it
does not slow down our tracking procedure.

Figure 4.6 depicts a mesh created by KinectFusion6. The first image shows
the table from above where only the outlines of the objects are visible, while
the second image shows a side-view of the 3D model. Note that the created
mesh does not separate the objects from one another but simply returns one big
mesh containing everything the Kinect sees. This is not practical for further use
because the individual objects of our created model should be easily movable
and replaceable in CAD software. Also note that there is still a lot of noise which
should be removed in our 3D model. For example, one can see the markers as
bumps even though they are flat in reality. Furthermore, note that the vertical
sides of the objects are divergent. If the sensor was moved around the objects in
smaller distance, this noise would vanish, however, expecting the users to do so
would be a strong distraction from the actual planning process. Therefore, we
need to remove such noise automatically from the acquired data.

Figure 4.6: A mesh created by KinectFusion [27] from above and from a zoomed-
in perspective (Rendered in MeshLab [10]).

6Parameters used: depth minimum = 1 m, depth maximum = 1.45 m; voxels per meter = 128;
voxels in x, y, z = 384, 128, 384; integration weight = 50.
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4.2.1.3 Object Separation

As already mentioned, we need to extract individual objects from the mesh
created by KinectFusion to be able to easily arrange them in CAD software or
exchange the model of a block by a more detailed CAD model if available. To
achieve this, a similar approach as Corbett-Davies et al. [11] is used which starts
by removing the table through thresholding. Specifically, we crop every point
which is less than 5 mm above the table, beside the table (e.g., a user) or too
far away from a newly detected marker to be part of a new object. Removing
as many points as possible minimizes the data that needs to be handled and
therefore increases the efficiency of the algorithm. We require users to initially
place each object without a direct neighbor to ensure that newly placed objects
are separated after removing the table. Figure 4.7 shows the remaining mesh
after cropping as described above. Note that even though the individual objects
are now separated in space, they all still reside in the same data structure from
which they need to be separated.

Figure 4.7: The remaining mesh after cropping.

4.2.1.4 Object Shape Extraction

In the next step, the shapes of the objects are extracted for the following two
reasons: first, the objects need to be separated from each other in memory and
second, noise such as the bumpy surface and divergent sides should be removed.
Creating cleaner real 3D models than KinectFusion [27] is difficult because the
algorithm already performs a lot of noise reduction through temporal smoothing.
However, for creating rough factory layouts, usually only 2.5D objects are built
because cutting real 3D objects out of Styrofoam is very difficult. That is, they
can have arbitrary, even concave, shape in the plane, however their floors and
ceilings are flat. In contrast to simple 2D planning, the visible height of a machine
or shelf can help imagining how it will look in the factory. In this simpler 2.5D
setting, we can reduce noise significantly.

Analogously to Corbett-Davies et al. [11], we perform the next few steps com-
pletely in 2D. Since their work focused on interacting with tracked objects in an
Augmented Reality environment, they used the efficient algorithm presented by
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Chang et al. [8] to separate the objects. Since real-time behavior is not as impor-
tant in our scenario, but we have the additional requirement of noise reduction,
we use a slightly different approach. We start by projecting all points to a 2D
plane by ignoring their z-coordinate. A black and white image is created by a
linear mapping of the objects’ points from real world coordinates to black pixels
in an image with white background.

If all points within the shape of an object were black and all those in the back-
ground were white, we could easily find the contours by border following [45].
To achieve this, we have to ensure that the projected black points are connected.
Therefore, we apply morphological opening [20] on the binary image which
connects black areas being close together. Figure 4.8a shows the binary image
after morphological opening. As you can see, there is still some noise in the lower
left area of the image. Such artifacts can be removed by performing the opposite
of a morphological opening, namely a morphological closing which connects
white areas being close together. After opening, the image looks like Figure 4.8b.

(a) Morphological opening. (b) Morphological closing.

Figure 4.8: The morphological opening of the objects projected to 2D and the
closing of the opened image to reduce noise.

The next step is to use the border following algorithm by Suzuki and Abe [52]
for extracting only the outermost borders. It is an extension to the simple border
following algorithm explained and proven in [45]. Since objects with holes are
not required for rough factory layouts, inner contours can only exist if there is so
much noise that the morphological image operations do not close all holes. The
contours extracted from Figure 4.8b are depicted in Figure 4.9a.

By mapping the detected markers to the same space, we can check how many
markers are contained in each found contour. If there is exactly one newly
detected marker in a contour, we have found its corresponding object. If more
than one marker is found in a contour, multiple objects were placed next to each
other. If one of these markers is a newly detected one, the user is prompted to
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(a) Extracted contours. (b) Simplified contours.

Figure 4.9: The contours are extracted using Suzuki and Abe’s [52] algorithm and
then simplified by the Douglas-Peucker algorithm [15] (the colors were chosen
randomly).

place new objects on their own for an initial build. If no marker is in a contour we
can ignore it because it is just a hand or some other obstacle on the table which
should not be tracked since it does not have a marker on it.

4.2.1.5 Model Cleanup

As can be seen in Figure 4.9a, the found contours are not perfectly straight.
To remove this fine noise, we use the Douglas-Peucker algorithm [15] which
straightens contours7. The simplified contours can be seen in Figure 4.9b.

Another shape simplification algorithm was implemented because it is difficult
to cut Styrofoam really precisely. For example when cutting a cuboid, the sides
are usually not perfectly parallel. Additionally to these errors produced by the
users, the noise in the data slightly changes the shape. As an example, consider
the three leftmost blocks in Figure 4.9b. When cutting, they were meant to be
cuboids, however, their resulting shapes are not. Furthermore, the object in the
lower right is meant to be convex, but contains tiny indentations. For these cases,
our algorithm uses convex hulls or Oriented Minimal Bounding Boxes (OMBBs)
to further simplify shapes. An OMBB is the smallest arbitrarily oriented rectangle
enclosing a polygon. Our tracking algorithm builds the convex hull and OMBB of
each object and compares their areas to the area covered by the original contour.
If the OMBB is less than 10% bigger than the original polygon, the OMBB is
used instead of the original contour. If this is not the case, but the convex hull
area is less than 5% bigger than the contour area, the convex hull is used. These
percentages are a trade-off between simplifying the model and guessing wrongly
what the user might have tried to cut.

7We used an epsilon of 0.008.
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An image of a contour and its corresponding convex hull and OMBB can be seen
in Figure 4.10. To compute the convex hull, we implemented the gift wrapping
algorithm [29]. In general this approach is outperformed by algorithms such as
Graham Scan [21], however, in our scenario where only few points define the
convex hull, gift wrapping is extremely fast because all individual computations
are very efficient. For computing the OMBB, we implemented the rotating
calipers algorithm [47, 53] which exploits the fact that an edge of the convex hull
coincides with an edge of the OMBB. The other three edges are then chosen to
touch the convex hull on at least one point on each edge. Figure 4.10 on the right
shows all possible oriented bounding boxes for the convex hull. The smallest of
these rectangles defines the OMBB.

Figure 4.10: The convex hull and oriented minimal bounding box of a tracked
object8.

4.2.1.6 Computing Height

Now that the outlines of the objects’ shapes are calculated in the plane, the
only thing missing to create 2.5D digital models are their heights. We created
and analyzed height histograms of the original 3D points corresponding to the
shapes at millimeter precision and searched for a heuristic returning the height
from such a histogram. Empirical observations revealed that the physical height
corresponds to or is very close to the first peak in the histogram (if ordered by
descending height). Thus, all points above this peak seem to be noise, while most
points below are part of the vertical, divergent walls. Since exceptions to the rule
occur when there is a lot of noise, we implemented a fallback using the highest
value when no peak exists within the first four intervals. Figure 4.11 shows a
histogram where the x-axis represents the height in centimeters and the red bar
marks the value chosen according to our heuristic. This might not seem intuitive

8Image created using an open-source Javascript OMBB implementation https://github.
com/geidav/ombb-rotating-calipers [last accessed 06/09/15].

https://github.com/geidav/ombb-rotating-calipers
https://github.com/geidav/ombb-rotating-calipers
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at a first glance but can be easily explained: the first few medium height bars
represent the top side of the tangible where points are strongly scattered. Further
to the right are a few really large peaks with almost nothing between them, which
correspond to the points captured at the divergent walls. The high density at
those few points relates to the fact that KinectFusion [27] scans at evenly spaced
position, therefore, with so little change in x and y as we have at the divergent
walls, we only have very few different z values as well.

Figure 4.11: Height histogram of an object at millimeter precision: the value of
the red bar is selected by our heuristic.

4.2.1.7 Building Objects

Once we have the cleaned up contour and the height of each object, we can easily
create meshes of the objects, that is, collections of simple 2D polygons in 3D
space describing a complex 3D shape. We decided to use triangle meshes because
they can easily be handled in memory: all points are stored in a long array and
each three consecutive points define a triangle. Thus, the memory locations of
all individual triangles are known which would not directly be possible when
using general polygon meshes. The vertical meshing is done in a straight forward
manner: each two points on the contour represent a rectangle in 3D which is
spanned by two points on the lower and two on the upper edge of the object. This
rectangle is simply meshed using two triangles. Since meshing horizontally is
more complicated because the polygons can be concave, we use the ear clipping
algorithm [36] for triangulation in this case. Many other meshing approaches
exist: for example, Keil and Snoeyink [ 31] presented an algorithm which yields
optimal quality meshes but is slow. Chazelle [9] showed that meshing in linear
time is possible, however, the algorithm is very complex to implement and
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uses operations which are computationally very expensive, thus, the polygon
needs to have many vertices until the algorithm beats other approaches in terms
of runtime. A relatively fast approach without such complex operations was
presented by Berg et al. [3], but unfortunately, it yields poor quality meshes. We
found ear clipping [36] to be a good trade-off between complexity, runtime and
mesh quality.

The resulting mesh can be seen in Figure 4.12. Note that the three physical blocks
indeed became digital cuboids as their OMBBs were used. Furthermore, the
round object is represented by its convex hull as it differed only slightly from the
computed contour.

Figure 4.12: The resulting meshed objects.

4.2.1.8 Reducing Noise

As previously stated, the recognition process must be able to deal with lots of
noise originating from measurement failures, changing lighting conditions or
shadows coming from the planners. Another problem occurs when a user is still
holding an object in his hand while it is being processed, or when it is moved
before the recognition process is finished. The previously presented approaches
for noise reduction (e.g., caching markers, using the KinectFusion data, simplify-
ing contours) work well if the object is placed without any interaction, however,
they cannot deal with hands or movement. To solve these problems and increase
the recognition quality, objects are built multiple times until the created digital
model is approximately the same twice in a row. Here, approximately means that
the location is equivalent, the height differs by less than 2 mm, the areas of the
contours by less than 5% and the orientations of the digital objects by less than
2.5 degrees. Again the chosen values represent a trade-off between precision and
computation time. If too small, it might take a long time until two successive
digital models are approximately the same, but when they are, we can be sure
that the created digital model is very close to the physical one. In contrast, if too
large, even very dissimilar digital objects are considered the same and therefore
the recognition must be triggered less often.
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4.2.1.9 Update Mechanism

All the previous sections in this chapter described how a digital model is created
when a new marker is detected. Taken together, all these steps are quite computa-
tionally expensive (usually 1-3 s on a modern computer). Therefore, the created
objects are cached together with the ID encoded by their markers such that they
only need to be built once.

We want to apply all transitions and rotations of a marker to the corresponding
object. This was implemented in two steps: for storing a new objects, we translate
it such that the center of its marker is positioned on the origin and a side of the
marker coincides with the x-axis. When changes to the position or orientation
of a marker are detected, we simply translate the cached digital model to the
new position and rotate it according to the angle between a side of the marker
and the x-axis by multiplying each point with the rotation matrix corresponding
to the angle.

When an object is removed from the table, it is also removed from the digital
model (with a small delay since the markers are cached for several frames,
cf. Section 4.2.1.1). Nevertheless, we do not remove the digital data from cache.
This way, markers can be occluded for some seconds without the need to re-
scan them afterwards. Furthermore, the temporary decision to remove a certain
machine can be reverted without re-scanning the object.

4.2.2 Tape Recognition

Apart from planning with blocks (e.g., for machines), users can use differently
colored tape to define the outline of the building, the pathways within the factory,
entrances or material flow (cf. Section 3.2.3). Thus, DEPlaTa must be able to create
a digital model of the tape on the planning table. We first present an algorithm
extracting the shape of the tape and then show how DEPlaTa deals with occurring
flickering effects by caching found contours.

4.2.2.1 Tape Shape Extraction

First, the RGB frame of the Kinect is accessed and cropped to the region of interest,
namely the area tracked by KinectFusion [27] to minimize the amount of data that
needs to be analyzed. Since slight changes in lighting can have high influence
on RGB values, it is hard to track a color in different lighting conditions without
re-calibrating. To prevent long set-up phases (cf. requirement R4), DEPlaTa
recognizes tape in the Hue Saturation Value (HSV) color space [50] instead
because it is more robust to lighting changes. The hue component of this color
space corresponds to our natural color perception. Thus, a color can be calibrated
by setting the respective interval of allowed hue values and defining a range of
saturation and value to reflect the different lighting conditions.



46 Chapter 4. Implementation

With given intervals of hue, saturation and value for each color, a simple thresh-
olding is performed on the cropped image converted to HSV color space. To
reduce noise, morphological closing and opening operations are performed
(cf. Section 4.2.1.4). For the color blue, the thresholded and mophologically pro-
cessed image can be seen in Figure 4.13. Not only the shape of the tape but also
four of the markers were recognized as blue by the procedure. These artifacts
could be removed by tightening the minimum and maximum H, S and V val-
ues or by performing stronger morphological operations which remove noise
of this size. However, the first approach would make the system less stable in
different lighting conditions while the second approach would delete small con-
tours entirely. Therefore, another filtering is performed later when the contours
are mapped back to real world coordinates, which removes all contours at the
positions of objects because those must be noise.

Figure 4.13: The HSV image thresholded by the given minimal and maximal H, S
and V values. Also morphological closing and opening are applied.

Now, as during object recognition, Suzuki and Abe’s border following algo-
rithm [52] is applied. Afterwards, the found contours are again simplified using
the Douglas-Peucker algorithm [15]. The result can be seen in Figure 4.149.

Figure 4.14: The contours and the simplified contours found for blue during tape
recognition.

9We used an epsilon of 0.003.



4.2. Model Recognition 47

The found contours are then mapped back to the coordinates in the uncropped
image and from there to real-world coordinates by using the Kinect Software
Development Kit (SDK). Analog to object creation, meshes are produced from
the resulting coordinates in physical space by applying the ear clipping algo-
rithm [36]. Figure 4.15 shows the resulting mesh for the blue tape. The whole
tape recognition process is triggered at 50 ms intervals to reduce processor usage.

Figure 4.15: The final mesh created for the blue tape.

4.2.2.2 Tape Contour Caching

The algorithm presented above works, but we encounter flickering effects due
to noise. In contrast to object recognition, the problem cannot be solved by
attaching markers to the tape, because users might decide to enlarge the walls
or transportation paths of their building. To deal with these flickering effects,
DEPlaTa uses a custom caching mechanism: it stores the last used contours and
compares them to the ones detected in the current frame. For each contour, the
algorithm determines whether the old or new contour should be used. Thus,
matches between the contours need to be found in the cached and current set.
Since a large contour might be detected as several small ones which we would
like to combine, a match is actually a subset of the cached contours and a subset
of the current contours (cf. Figure 4.16a). To find these matching subsets, the
algorithm first searches for overlaps of each pair of cached and current contours
and then combines the trivial pairs to sets.

If a user extends a stripe of the tape, the new longer version and the cached
shorter version would still be matched because they overlap in the whole cached
part (cf. Figure 4.16b). In this case, we cannot simply use the cached version
even though we found a match. To decide which version of the contour shall be
used, two aspects are considered: first, the accumulated size of the contours must
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(a) A valid match. (b) An invalid match.

Figure 4.16: Matches between cached and currently found contours.

be almost the same (allowed difference: 5%). This ensures that enlargements
as in the last example are recognized. However, if this is not the case, the sets
of contours might still represent the same tape: it could happen that an end
piece is recognized as a single point instead of two because the Douglas-Peucker
algorithm [15] oversimplified the contour (cf. Figure 4.17). In this case, the area is
only half as big in as the actual area, thus it would be considered as an invalid
match and the new contour would be used. To prevent this effect, a second
criterion is checked whenever the areas do not match. It simply analyzes whether
all new points have a corresponding cached point within a neighborhood of
10 pixels and the other way around. Here, the example of Figure 4.16b does not
meet the criteria because the rightmost point does not have a partner. However,
the example of Figure 4.17 is considered a match due to this criteria.

Figure 4.17: A falsely collapsed edge.

When a found match is indeed a match according to the above criteria, we
decide whether to take the cached or the current set of contours based on the
following rules:

1. If possible, use the description consisting of fewer individual contours (e.g.,
in Figure 4.16a the left set of contours would be used)

2. In case the areas match: if a description has an even amount of vertices
while the other has an odd amount, use the even one. This ensures that an
even number of triangles is used, which should be the case if built correctly,
otherwise we might encounter the oversimplified case explained before
(cf. Figure 4.17)

3. Take the contour with less overall vertices as it is simpler
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In contrast, if no match in the cached contours is found or the areas and the points
of the matches differ, we simply use the new contour. Thus, newly placed tape or
extensions to existing tape are always recognized.

The cache removes the flickering after a few iterations, because once a simple
description for the overall shape is found (i.e., a single contour with an even
and small amount of points), this simple description is used until actual physical
changes occur.

4.3 Model Interaction

Previously, we discussed the first component of our system which is responsible
for creating a digital model. This section now presents the implementation
details of our second system component handling all interactions with the created
model. For example, users can digitally enhance, store and load models using
this component. Thus, the GUI, the renderings for the projectors and the speech
recognition are implemented here. Since this component contains few interesting
algorithms, we only describe which programming languages and SDKs were
used and then explain how the projectors were calibrated and how a mapping
from real world coordinates to pixels in the projection areas was realized.

4.3.1 Component Setup

We decided to implement this component in C# using Windows Presentation
Foundation (WPF) because it allows to easily create natively looking interfaces
and the .NET framework offers a lot of functionality to rapidly develop the
required features. The store and load functionality is implemented by simply
serializing the classes to JavaScript Object Notation (JSON) and recreating them
from the stored strings. However, the digital models themselves are exported to
Wavefront .obj format to be usable in external software. All values which need to
exist across planning session (e.g., properties, prototypes or menu settings) are
stored in a SQLite database. For the speech recognition, we decided to use the
speech SDK offered by Microsoft, because it is customized for the microphone
array of the Kinect v2 sensor.

4.3.2 Projector Calibration

To align the two projectors with the Kinect’s field of view, calibration is required
when the system is initially set up. Figure 4.18 visualizes the different spaces
used during calibration. Note that the KinectFusion [27] algorithm tracks a
smaller area than the Kinect’s RGB camera. The first step during calibration is
to determine the areas of the projections which enlighten the tracked area of the
table without overlap (i.e. the green and blue boxes in Figure 4.18). Then, the
six points defining the borders of these two projection areas on the Kinect’s RGB
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image need to be entered into the program. To map a real-world 3D point to a
projector, it is first mapped to the Kinect’s RGB space using the SDK’s mapping
functionality. Then, the corresponding projector and pixel of its projection can be
determined by a simple linear mapping using the entered points.

Table

KinectFusion Tracking Area

Projector 1: Actual Area Projector 2: Actual Area

RGB View

Projector 1: Used Area Projector 2: Used Area

Used Tracking Area

Figure 4.18: The different spaces used for calibrating the projectors.
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Evaluation

We conducted an evaluation to inspect the usability of our digitally enhanced
planning approach and its individual features and test whether our approach
facilitates or hinders the planning process. Additionally, the evaluation provides
insights in possible system improvements and useful extensions.

5.1 Participants

A purposive sampling [1] approach was used, selecting experts on planning fac-
tory work floors for domestic cooking appliances. All participants were employ-
ees of the same company where the initial requirements analysis was conducted,
thus, they could assess whether the initial requirements were implemented as ex-
pected. Currently, rough factory layouts in this company are planned completely
analogously by arranging Styrofoam, wooden models and Playmobil figures on
a large table. Since this approach is very similar to our concept, the participants
were able to judge DEPlaTa in comparison to their current pure analog approach.

To receive a realistic impression of the planning process and gather meaningful
usability feedback [39], the evaluation was conducted with five planning experts
which is a typical amount of persons involved in a planning session. Three of
them already participated in the initial requirements analysis, however, the other
two were completely new to the topic. All participants were male (Mage = 33.6,
SD = 7.7) and had experience in rough factory layout planning ranging from
1.5 to 15 years (Mexp = 5.9, SD = 5.4). The five experts were also experienced
in CAD planning but preferred different programs. Nevertheless, they clearly
focused on analog planning: four participants stated that they plan between 75
and 100 % of the time with the previously described analog approach whereas
only one participant planned digitally in most cases (85 %). Thus, the experts
were also good candidates to judge the usefulness of our digital extensions.

51
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5.2 Apparatus

To conduct the evaluation, we set up our system at the participants’ company in
the room where planning is usually done. Thus, the planners were accustomed
to the environment and could work with their usual tools (e.g. a hot-wire cutter
for the Styrofoam). The planning space was significantly larger than our first
prototype and covered an area of 1.56× 1.40m. Since the table was not as long
compared to the original prototype and the distance to the ceiling was larger, a
single projector was sufficient. Furthermore, the white surface of the table was
even better suited than our wooden table as the increased contrast improved
the visibility of the projections. Instead of a computer monitor for the GUI, we
attached the computer to a SmartBoard which was already available in the room.
The increased screen size made the GUI visible for all participants independent
of their current position at the planning table. Figure 5.1 shows the planning table
with the SmartBoard in the background. Apart from a recalibration procedure, no
adjustments to the software were necessary to work in this new setup. This ease
of setting up DEPlaTa at another location shows the flexibility of our approach,
as required by R4 of the initial requirements analysis.

Figure 5.1: The system setup for the evaluation.

5.3 Method

For the evaluation, we first handed out a questionnaire to gather demographic
data, ask the participants about their planning background and assess drawbacks
with their current purely analog planning approach.

Afterwards, a planning task was presented by the participants’ superior. It was a
task which has not yet been planned in an analog session, but which was familiar
to all participants and actually needed to be addressed in the near future. Using
a realistic scenario minimized the risk of receiving non-reliable results which
might have happened if we had created an artificial task. The superior illustrated
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the task on a flip chart and stated the operating resources and the optimization
goals: ensuring an optimal value flow, protecting workers from noise and easy
extension possibilities for future growth. Two very large machines were fixed
and could not be rearranged while all others were flexible. Furthermore, the
participants did not only have the option to rearrange the existing machines,
but could also decide to use new machines that are currently not present. A 2D
layout of the factory was printed on a large board as a reference. After presenting
the topic, the superior left the room.

We then briefly presented DEPlaTa and all its features before the participants
started planning the task presented above. The planning session itself lasted
approximately one hour. After that, a post-session questionnaire was handed out
and a semi-structured group interview was conducted to analyze the strengths
and weaknesses of the system and find possibilities for improvement. We asked
about the general usability and the quality and usefulness of the created digital
model. Furthermore, we analyzed each existing feature (e.g., object recognition,
speech commands) separately to gather specific improvement suggestions and
assess useful extensions to the existing functionality of DEPlaTa.

Two experimenters observed the whole evaluation and took notes. Another ex-
perimenter led the interview and answered arising questions during the planning
phase. Furthermore, he was prepared to lead the planning experts to specific
features in case they would not use them on their own. To make sure that no
valuable feedback would stay unnoticed, the whole session was videotaped with
a camera focusing the planning table.

5.4 Results

We present the results of the evaluation in four categories: first the workflow dur-
ing the planning phase is described. Then we report the participants’ impressions
of our system with respect to their currently used analog planning approach.
Afterwards, we discuss possible improvements to existing functionality and
finally we present potential extensions to the system which were proposed by
the participants.

5.4.1 Workflow during the Planning Phase

In the beginning of the planning phase, the participants calculated a scale in
which the factory fits on the table and then attached the tape representing the
walls to the table. Most of the needed objects were cut with a hot-wire cutter in
the beginning of the planning session and placed on the table such that DEPlaTa
scanned and cached them. For calculating the correct dimensions, the participants
used the 2D factory layout and adapted the dimensions to the scale used on the
table. One person then created prototypes and assigned them to the digital
representatives of the newly placed objects which he also named. Properties
were not used because they would be superfluous in this initial planning stage
according to a participant.
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During the first couple of minutes, the participants experimented a lot with the
system and tested the tracking capabilities. However, after this short phase, they
mostly planned analogously while the system was running in the background.
We observed a clear distribution of roles when adapting the layout: one partici-
pant was cutting the Styrofoam objects, while another attached the pre-printed
markers on the tangibles and placed them on the table such that they were ini-
tially recognized by the system. The GUI was handled by another participant and
the paths were also primarily placed by a single person. Only for larger changes,
he received help from the other participants. Nevertheless, all except for one
participant were strongly involved in the planning itself. This parallel processing
clearly shows how DEPlaTa supports collaboration, especially compared to CAD
software. It is also interesting to note that the participants regularly pointed
to Styrofoam pieces while talking about machines and directly moved them to
other locations to propose alternative layouts. Apart from the Styrofoam objects,
Playmobil forklifts and figures were used. To analyze the behavior of the system,
the participants attached markers to these objects as well. It did not bother the
participants that the created digital models were in 2.5D. For the pathways, the
right and left boundaries were taped in the correctly scaled distance which was
recognized very well by the system. The participants used all features on their
own, for example they saved a version of their plan unsolicitedly. Afterwards,
they cleared the whole table and started the planning process anew. Thus, two
different layouts were planned for the given task. The second state, which can be
seen in Figure 5.2, was preferred by the participants. Further observations and
how they might be improved are presented in Section 5.4.3.

Figure 5.2: Final planning result created during the evaluation.

5.4.2 Comparison with the Experts’ Current Approach

The participants identified several problems with their current analog planning
approach: four reported that the manual digitization is time-consuming and
sometimes difficult. According to one participant, it would take approximately
two hours to reach the level of detail that DEPlaTa offers in just seconds. Since
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the planners do not want to interrupt a planning session for this amount of time
to digitize an intermediate state, they currently only transfer final planning states
to the digital domain. This makes it really hard to archive and document the
planning process. Furthermore, only the few digitized states can be analyzed and
compared in simulation software. Another drawback of purely analog planning
as stated by the participants is the transportation of a planning state to another
location. Here, our system would also help rebuilding the state by projecting the
positions of the objects on the table.

The additional effort of attaching adhesive markers to the tangibles was per-
ceived as unproblematic and would not distract from the actual planning process
according to all participants. One participant stated that the major advantage of
our system is the facilitation of creative planning because it allows to start on
a clean planning table and test alternative layouts without being afraid to lose
old states. Once a good layout is found with their current purely analog plan-
ning approach, the planners usually keep it and only try to optimize it further.
Since they have no possibility to quickly store a layout, they fear to completely
remove everything and start anew. The simple restoring mechanism of our sys-
tem therefore allows more flexible planning. While this would also be possible
in CAD systems, these programs would hinder collaboration according to the
participants. Only the person handling the computer would effectively do all the
planning, while the others just watch without participating. Furthermore, it was
stated that rearranging objects on the table is more elegant than in CAD software.
The analog Styrofoam model also offers the advantage that it can be easily shown
to decision makers who prefer simple analog models over CAD models.

5.4.3 System Improvements

Generally, all participants were able to use the system without noticeable prob-
lems regarding the main planning task. However, we found a few usability
aspects that can be improved:

Object Recognition

The current setup in which the camera used for tracking is located at the ceiling,
resulted in not completely accurate digital models when introducing objects at
the very edges of the planning area. Since the table used for the evaluation was
significantly wider than the one of our laboratory setup (80 cm vs. 140 cm), we
did not know about the diminishing model quality in advance. This large table
covered the whole viewport of the camera which resulted in noisy data at the
border due to the tilted perspective. We told the participants that the model
quality can be increased by avoiding initial placements at the edges. This worked
well for the evaluation, however, as pointed out by a participant, a problem might
arise when only the edges of the table are non-occupied.
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A solution to this potential problem could be to have a designated scanning
area outside of the actual planning space where the initial scanning process is
performed. The recognition quality might also improve in general with this
approach as the distance between the camera and table can be reduced which
makes the data more precise. A standard RGB camera could then be used for
the marker and tape recognition. If this camera has a higher resolution than the
Kinect, the size of the fiducial markers could be decreased, thereby allowing
extra small objects which are sometimes used by the participants. Furthermore,
an even larger table might be used in combination with multiple RGB cameras
whereas using multiple Kinect v2 sensors with one computer is not possible due
to technical restrictions by Microsoft. Since most tangibles were created before
starting the planning process, the extra scanning step at the dedicated scanning
area would probably be acceptable.

Even though the recognition could be improved as previously stated, all partic-
ipants were already content with the quality of the created digital model in its
current form.

Tape

Using colored adhesive tape for the outlines of the building or different paths was
generally perceived positively. However, the participants stated that its usage
could be improved when reloading stored versions because it was cumbersome
to remove. This feeling might have been reinforced because one of the four
supported tapes was strongly adhesive duck tape which even left adhesive
residues on the table. A simple solution would be to use colored paper stripes,
however, these might easily shift on the table. One participant proposed the
use of a table with a whiteboard surface and colored markers to draw on it.
Furthermore, we learned that seven colors are consistently used throughout the
whole planning process, each with a different meaning. DEPlaTa could easily
handle this amount of colors if calibrated accordingly.

For the evaluation, the system was calibrated to easily distinguish the different
colors and also to work in many lighting conditions. This was achieved by thresh-
olding to relatively large intervals of hue, saturation and value for extracting the
shape of the tape. However, it resulted in the participants’ sleeves and hands
regularly being detected as tape. With ten hands and sleeves as well as a huge
amount of objects on the table, the system slowed down significantly such that
displacements were only recognized after several seconds. This could be solved
by a tighter calibration. However, none of the participants mentioned the delay
as a problem as no real-time constraint exists.

Speech Recognition

The planning experts really appreciated the general availability of a speech
recognition because they liked the idea of interacting with the system without
using the GUI directly. Since the recognition was untrained to the participants’
voices and the microphone was located at the ceiling and also received the sounds
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of the neighboring projector, the recognition was not optimal. We discussed
potential solutions, namely using a table microphone or headsets to improve
the recognition quality. The planning experts stated that they would be willing
to use any of these alternatives to increase the recognition quality. Especially
the participant handling the GUI expressed the wish to improve the speech
recognition. However, he also noted that the time needed to handle the GUI
would decrease over time once the prototypes are stored in the database and
need only be attached without prior creation. Furthermore, the possibility of
creating a set of standard objects which can be used across planning sessions was
recognized: once created objects with assigned name and prototype can simply
be put in a box and then used for multiple layouts without any need to use the
GUI or speech recognition. Therefore, the importance of the speech recognition
would decrease over time.

GUI

The GUI was perceived as clearly structured with a sufficient amount of func-
tionality. According to the participants, more options would only complicate
interaction and hinder the planning process. Features like running simulations
would be executed in separate external software on the created digital model.
Only a couple of small improvements were proposed. For example, it became
obvious that the amount of prototypes after multiple planning sessions would be
above 100, thus, a filtering mechanism to find a prototype in the long list would
be helpful. Furthermore, users should be able to enter the meaning of a tape (e.g.,
wall, path for forklift) once to store it in a database such that it is available in
further planning sessions.

5.4.4 Feature Requests

Since the participants had no prior experience with a combined analog and digital
planning solution, it is not surprising that extensions to the features of the initial
requirements analysis were requested after using DEPlaTa for the first time. We
derived the following feature requests from the planning experts’ statements
during the semi-structured group interview:

FR1 Projections to the real world
Digital information should be projected onto the real world. For example
a floor plan is usually available digitally and could be projected on the
table in the correct scale. Thus, users would no longer be required to
mark the outlines using adhesive tape. If no digital floor plan is available,
projecting a grid in the correct scale would also help the planners aligning
the tangibles. Furthermore, the assigned names and prototypes could be
directly rendered on the tangibles to impose meaning to the physical world.
While projections on large objects could be easily realized, a problem might
arise for projections on small objects in crowded scenes where only little
space is available.
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FR2 Scale conversion tool
A scale conversion tool should be implemented which converts real world
measurements to the selected scale. This would speed up the creation of
the physical model by supporting users cutting tangibles out of Styrofoam
and placing the tape.

FR3 Extended Export
All additionally entered information should be included in the exported
files to be utilized in other 3D programs. Even though the Wavefront OBJ
format can be universally read by almost any 3D software, it does not
support all digital enhancements that DEPlaTa offers (e.g., prototypes or
descriptions). Therefore, we should use another format in the future.

FR4 Special Tangibles for Material Flow
Since the planners need to analyze material flow very frequently, predefined
objects for simple visualization should be provided. According to the
participants, simple wooden arrows with fiducial markers attached to them
would be sufficient. The digital model of an arrow is then simply loaded
and placed at the correct position instead of actually tracking the shape.

FR5 Better Connection to CAD Software
A better connection to CAD software should be created. As an example, it
is often the case that some machines cannot be moved when re-designing a
plant. Instead of creating Styrofoam representatives, a CAD model of the
machine should be read and projected on the table. Furthermore, when
a model created by DEPlaTa is changed in CAD software, these changes
should be represented in the system. For example, DEPlaTa should detect
new digital objects and support the physical creation process by display-
ing the dimensions for cutting and the position where the new tangible
should be placed. Another requested feature is to load more detailed digital
3D models into DEPlaTa which are then used for rendering in the GUI.
Furthermore, a tangible could also be top-augmented with a rendering of
the detailed model to better visualize material inputs and good outputs.
However, the practicability of this feature is questionable as the planning
experts nowadays have only very few digital models of their machines.

5.5 Discussion

Even though the study only analyzed a planning process snapshot, we have
already received valuable feedback onto how our system can support experts.
The results of our evaluation clearly indicate that DEPlaTa helps users to easily

test multiple design alternatives which facilitates creativity. In contrast to CAD
software, the system also supports collaborative planning. The quality of the
created digital model is satisfying for the participants’ needs and the additional
effort of attaching markers does not disturb the planning process. Approximately
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two hours of work are saved each time a state needs to be stored. Furthermore,
we received insights about possible extensions to the system and found out how
existing functionality can be improved.

The main limitation of our study is that only a single planning session was
observed. To receive further insights into the usefulness of DEPlaTa, a long-term
evaluation is required. Especially the possibilities to easily store and load layouts
can only be assessed in detail if used over several weeks or even months. While
evaluating the system with a group of five planning experts reflected a realistic
scenario and allowed insights into the collaborative aspects of our system, only
a single group of experts ever used the system. It would also be interesting to
conduct the evaluation with further participants to gather more opinions on the
system. Especially the opinions of experts in digital planning who are not used to
analog planning could provide further insights. These new participants should
ideally work at another company or at least in another production domain to
ensure external validity of the results.
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Chapter 6
Conclusion and Future Work

In the following section, we summarize the work done in the course of this thesis.
Afterwards, possible extensions to the system and future research directions
are presented.

6.1 Summary

This section summarizes the results of this thesis and explains how we fulfilled
the initially stated research goals (cf. Section 1.4) which are repeated here for a
better overview.

Conceptual design of a rough factory layout planning system

To develop a concept for a rough factory layout planning system, we first ana-
lyzed currently used pure analog and pure digital approaches and noticed that
they show severe drawbacks. Motivated by these problems and by an initial
requirements analysis, we wanted to create a system bridging the gap between
the analog and digital worlds [14] by combining their advantages without assim-
ilating their drawbacks. We showed related planning approaches with the same
goal, however, they only allow rearranging a set of predefined objects. As the
main contribution of this thesis, we want to support the creation of new objects
during planning.

Our tangible factory layout planning tool called DEPlaTa allows analog planning
with models cut out of Styrofoam or other materials for representing machines,
workbenches or supply areas. Furthermore, colored adhesive tape can be used to
define the walls of a building or paths throughout a factory. Since the objects and
tape can be quickly cut and easily arranged on the table, our approach supports
rapid prototyping and allows even untrained users to participate in the planning
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process. The physicality of the 3D objects motivates users to directly interact
with the model and facilitates spatial awareness during planning. Multiple users
standing around the planning table can extend and adapt the physical model at
the same time which is a crucial aspect for collaborative group work.

Apart from these analog functionalities, the system offers features that are cur-
rently restricted to digital solutions such as CAD software. This is achieved by
automatically creating a digital model of the arbitrarily shaped objects and tape
on the table. To impose meaning to the digital representatives, users can add
names and descriptions or use so called prototypes and properties. The latter
two can be created once and can then be attached to multiple objects even across
planning session with a single markup step in theGUI or via speech commands.
The digitally enhanced model can be exported in a standard format for archiving,
running simulations in external software or as a basis for fine planning. When
re-importing a saved layout, an easy and precise rebuilding mechanism which
renders the locations of the individual blocks and tape directly on the table helps
users rebuilding the physical state. The system automatically recognizes correctly
placed tangibles and switches off the corresponding projections. To the best of our
knowledge, no other planning system exists which automatically creates a digital
model of physical representatives on the table and supports the reconstruction of
former physical states.

Implementation for the usage in a planning environment

To implement the previously described concept, we built two hardware proto-
types of the system: one in our laboratory and a second one for the evaluation.
Each prototype consisted of a large planning table, a Microsoft Kinect v2 mounted
above the table and one or several projectors to augment the table. We developed
an algorithm which uses the noisy real world data acquired from the Kinect to
create individual digital models of the objects and the colored tape on the table.
The resulting digital layout is constantly updated in the background without dis-
turbing users in their analog planning. Furthermore, the model creation process
is robust to user interaction and takes care of crookedly cut edges to produce a
clean digital model. A GUI and a speech recognition were implemented to allow
users to enhance and manage the digital models.

Investigation of the planning experts’ interest in the system

We conducted an evaluation of the system at a large German manufacturer with
five experts on planning rough factory work floors. We found that the partici-
pants much appreciated the combination of analog and digital planning. The
analog aspects of DEPlaTa, which are similar to their current planning approach,
facilitate groupwork and help in discussions with decision-makers. According
to a participant, our digital extensions reduce the time needed to create a digital
model of a layout from approximately two hours to just seconds. Using DEPlaTa,
the experts now store intermediate states which was not done previously due to
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the time consuming manual digitization process. According to the participants,
the main advantage of our system is that it facilitates creativity by helping users to
easily test multiple design alternatives without losing potential good states. The
quality of the created digital model is completely satisfying for the participants’
needs and the additional effort of attaching markers to the representatives does
not disturb the planning process. Furthermore, we found possible extensions to
the system and improvements to existing functionality.

6.2 Future Work

As a next step, DEPlaTa should be adapted to the results of the evaluation. Thus,
the found improvement possibilities of existing features should be implemented,
for example, smaller markers should be used in combination with higher resolu-
tion cameras. Furthermore, the newly proposed extensions to the system, such
as projecting floor plans on the table, should be integrated into DEPlaTa. The
improved and extended system could then be evaluated in a long-term study
to examine the usefulness of features like store and load in a planning process
lasting several weeks. Ideally this extended evaluation would be conducted at
multiple companies to ensure external validity of the findings.

Furthermore, it would be interesting to adapt the concept of DEPlaTa to other
planning tasks than rough factory layout planning. Depending on the planning
task, the tracking algorithm might need to support real 3D objects. This could
be realized by moving the Kinect in rails above the table such that the KinectFu-
sion [27] algorithm captures the object from all sides and creates a higher quality
mesh. Optimally, our current recognition algorithm would still be used for phys-
ical 2.5D objects as it yields clean digital models. Only for real 3D, we would
extract the object from the mesh created by KinectFusion [27]. The classification
when to use which of the two approaches might be realized using a machine
learning algorithm on the height histograms of the objects.

Another interesting aspect would be to extend the system such that it allows
planning at multiple locations at the same time. Objects created at one location
could simply be 3D-printed at the other location and then placed on a projection
appearing at this location. All translations and rotations performed by the users
in one place then need to be visualized at the second planning location. In a next
step, the objects could even be moved and rotated automatically at the remote
location whenever a motion is recognized. This could be realized by emitting
ultrasonic shock waves or generating air pressure to give small impulses to the
Styrofoam blocks and move them along the table. These approaches require no
user interaction to synchronize the analog models across locations. However, the
implementation might be difficult, especially in crowded scenes.
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Figure A.1: DEPlaTa’s Graphical User Interface with overlays for the different
sections.
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